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PREFACE

A baseline Data Handling and Management System (DHMS) configuration aﬁd its
estimated costs for hardware, software, and implementation are presented., The
DHMS functions to automate the Tracking and Data Relay Satellite Systems (TDRSS)
ground station's (GS's) activities, handling and controlling the forward and return
link data that paés through the station, Two costing deltas for a modified Adaptive
Ground Implemented Phased Array (AGIPA) are also provided.

The DHMS preliminary systems engineering design is described in detail.
Control of the DHMS is remotely located at a TDRS Operatons Control Center (OCC).
Configuration costs are presented so that the dollar impact of changing the baseline
system can be easily detéfmined. The total estimated installed system cost is $8.2

million (M) (including the modified AGIPA concept).

Augmentation of the baseline system to provide the capability for the OCC func-
tions was studied and is discussed. The estimated cost of adding the OCC capability
is $1.36M, This plus the baseline cost totals $9.6M for an implemented baseline modi-
fied DHMS (MDHMS). |

In total, three MDHMS configurations were conceptually developed and ‘priced,

considering a variety of minicomputers and midicomputers produced by four manu-
facturers., After considerin(g the different types of computers, it was concluded that
the MDHMS should have midicomputers for computational power and system direction,
and m{nicomputers (or interface processors) to perform the repetitive data handling
activities (synchronizing or formatting user data, etc,) under direction of the midi-
computers, The estimated coét range for the full capability implemented MDHMS
should not be more than $9.4M to $9. 8M, and a cost within this range is considered

reasonable,
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SECTION 1 - INTRODUCTION

1.1 PURPOSE

Automation of the Tracking and Data Relay Satellite System's (TDRSS's) ground
station (GS) equipment is performed by the Data Handling and Management System (DHMS).
In turn, the DHMS is controlled or directed by a TDRSS Operations Control Center (OCC).

A two-phase study of the DHMS was performed, For Phase I it was initially
assumed that the OCC was located remotely from the DHMS at the Goddard Space Flight
Center (GSFC)I. During the Phase II study effort a composite system located at the GS
was considered. The composite system, a modified DHMS (MDHMS), performs the
functions of the DHMS and the OCC.

As study results, three items of major significance for the GS implementation
are preseﬁted in this final report. The report covers activity during the months of
December 1972 through July 1973 and is submitted in fulfillment of Contract
Number NAS5-22148 entitled "TDRSS Data Handling and Management System Study."

1.2 SCOPE

A result of the first study phase is the description of an original baseline DHMS
hardware/software preliminary system engineering design, also presented in a
previous report.* A cost matrix for the haseline configuration is provided so that

cost impacts of modifying the design can be assessed.,

wa accomplishments resulted from the second study phase. First, the cost
impact is estimated for the situation where the OCC is collocated at the GS sharing
the baseline DHMS equipment. Second, descriptions and costs are presented for
three additional composite systems where each system is configured with computer

hardware produced by a different manufacturer. Three MDHMS designs are congidered.

7 *"TDRS Data Handling and Management System Study, DHMS Baseline Configuration,"
Computer Sciences Corporation, Report R-4192-01, March 1973.
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One design uses only minicomputers and is costed for two computer series. A second
design is costed with a midicomputer series, and a third design uses a combination of

midi and minicomputers,
1.3 TDRSS BACKGROUND

Incorporation of a TDRSS into the Spaceflight Tracking and Data Network (STDN)
has been proposed by the GSFC to decrease the network's future expenses while enhanc-
ing its user services. These services are communication paths to and from the users'
spacecraft and their Mission Control Centers (MCCs) and the generation of user-
spacecraft tracking information. The communication paths enable the MCCs to com-
mand and control their spacecraft and to receive spacecraft housekeeping and sensor
telemetry data. Processed tracking data provide the MCCs with spacecraft position

information.

Most services for earth-orbiting spacecraft [having altitudes up to 5000 kilome-
ters (km)] can be supported by having them communicate with two geosynchronous
Tracking and Data Relay Satellites (TDRSs), and the TDRSs require only one GS to
handle the satellite-relayed users' transmissions. "It has been estimated that fewer
STDN GSs will be required if the TDRSS is implemented and that the resulting TDRSS/
STDN configuration would cost less to operate than the unmodified STDN configurat'i’bnf.r
Furthermore, continuous communication with the users' spacecraft can be maintained
for about 85 percent of the low-altitude orbit times, a greater time duration than if

only the basic STDN GSs were used for mission support.

Therefore, it is reasonable to study the TDRSS in detail because of an expected
network operational cost decrease and service improvement. As part of this study, CSC
developed a baseline DHMS configuration that is one element of the TDRSS GS. The
baseline DHMS design was then modified to also perform the functions that otherwise
would be executed at a remotely located TDRSS GCC. Our final study effort was to
‘develop three different composite system configurations (MDH_MSs) using a different

computer system in each configuration. Computer hardware/software costs for the

. four configurations are also provided.



The initial DHMS concept is put into perspective in Paragraph 1.4. An overview

of the MDHMS is presented in Paragraph 1.5.
1.4 TDRSS INITIAL GROUND STATION OVERVIEW

The TDRSS GS may be considered as an organization of four basic collocated sys-
tems; the NASA Communications (NASCOM) Interface System, the DHMS, the Radio
Frequéncy/lntermediate Frequency (RF/IF) System, and the Antenna System. Be-
cause there are three planned TDRSs (two on-station and one in-orbit spare) the RF/AF
and Antenna Systems can be trisected, This is done, and TDRS No. 1 is specified as
the East Satellite, TDRS No, 2 ag the West Satellite, and TDRS No. 3 as the Backup
Satellite, Figure 1-1 shows the GS organization block diagram and an interface to the

GSFC (the initally assumed location of the TDRSS OCC).

Communications via ‘:the TDRSS from the MCCs (forward link transmission) pass
through the NASCOM interiface to the DHMS. The DHMS routes the data messages to the
addressed TDRS RF/IF syétem, from which they are sent to the proper antenna system,
transmitted to the TDRS and, hence, relayed to the mission spacecraft. Telemetry
data from the user spacecraft follow a reverse path treturn link transmission) through
the TDRSs to the G5 NASCOM interface. Command and telemetry data between the

mmmmm __TDRSs and the OCC complete the same GS procedures, but the TDRSs are the data
receivers and transmitters. (The relay satellites use and generate the OCC data, they

do not relay data for their own use. )

Having the general concept of information flow through the GS, we can now con-
centrate on the heart of the station, the DHMS. Under normal operational conditions

the DHMS:
e Verifies MCC command transmissions and relays user-spacecraft commands

® Tormats Low Data Rate (LBR)l and Medium Data Rate (MI)R)2 users'

telemetry data

1LDR (500 to 10,000 bits per second, modified to an upper limit of 32 kbps).'

2MDR (10 - bps to 1 Mbps).
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& Formats users' range and range rate tracking data

e Relays TDRS commands and formats the relay satellite housekeeping data

for the OCC
e Automates and configures the GS equipment according to OCC commands
e Monitors the GS equipment and link operational activities
e Formats GS and forward/return link status data for the users and the OCC,
In contingency situations, DHMS:

© Enables activation of an onsite 2-hour TDRS and GS equipment configuration

schedule (requires GS operator intervention)

& Provides use of onsite user command message storage for mission space-

craft control (may require GS operator supervision)

© Provides a disk data storage system with the capability to contain four
1-Mbps and twenty 10-kbps user telemetry data streams for a 2-hour

- reception period

o Enables stored data to be transmitted to the MCCs for selected time intervals.

All normal DHMS functions and the data storage and replay can be controlled by
the TDRSS OCCV; therefore, DHMS operators are not required, Maintenance personnel
are required, however, and during DHMS contingencies they become operators to moni-
tor the stored configuration schedule operation, and upon voice direction they manually
activate user spacecraft command transmission from tﬁe stored spacecraft command

data base.

A design goal has been to eliminate single points of system failure by using redun-
dant equipment. This has been accomplished in all but two areas, the LDR and MDR
_downlink systems' data output switches to NASCOM. Each switch element can fail without
4"affecting the remaining elements, ﬁowever.’ This means thatl”trhe failed elem.en't {handling

data for one LDR or MDR éhannel) can be detected and reﬁlaced without affecting the
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remaining data channels using the switches. It may be expected that a spare NASCOM
link interface will be available {this depends on the system loading activity) in which
case it can be set up and used to replace the link interface more quickly than the

element ean be replaced.

Additionally, the disk data storage system is not duplicated, but it is modular,
Therefore, one modulaf element (disk controlier and data pack drives) can fail without

affecting the remaining storage capacity.

Ground station 'operatioﬁ is 'independent of the system users' data except in one
case. (All TDRSS user activities are scheduled, however.) This is the changeover in
short-to-long (or long-to-short) pseudonoise (PN} code used on the MDR forward link
channels. Control of the PN code length is enabled by examining the MDR users' com-
mands., Upon recognitioz_l'of a spacecraft command to aceept a different code length,
the DHMS control systen"i" effects the forward link PN code changeover for the GS

equipment,

To facilitate design of the TDRSS GS it was segmented into 11 blocks, seven of
which compose the DHMS; the four additional blocks include the remaining GS equip-

ment. Section 2 is a description of the GS layout and the DHMS cost matrix.

1.5 MODIFIED DHMS

All GS functions are automated by the DHMS control system. To incorporate the
OCC fu_nctioris into the GS systems we have chosen to modify the DHMS by having it
directed by a composite control system (CCS). The MDHMS then perfo:ms the required
DHMS and OCC functions in one composite hardware/software GS system. Therefore,
the basic organization of the GS is still as shown in Figure 1-1, and the TDRSS OCC
initially assumed to be located at the GSFC disappears from the figure.

More hardware and soffware are required for the CCS than for the unmodified
DHMS. However, the MDHMS performs not only those functio_ns stated in Paragraph
1.4, except relaying and formatting OCC data, But in add_ition, the MDHMS has complete
control of the TDRSS because it: -



s Schedules all TDRSS assets to support user spacecraft requirements
é Generates and verifies TDRS commands

e Generates and commands all TDRSS configuration changes

e Displays and monitors all TDRS housekeepiﬁg data

o Develops coﬁtingency schedules (because of a TDRS failure, ete.)

o Provides satellite testing procedural eapabilities

e Has the capability to develop and maintain all operational and

special TDRSS software.

Three MDHMS conceptual designs were considered and configured with computer
hardware systems produced by four manufacturers. Only one manufacturer’s computer

equipment was used in any particular MDHMS design, however.

Two configurations use only minicomputers. The Digital Equipment Corporation
(DEC) PDP 11 minicomputer series was used because it formed the computer equip-
ment in the baseline DHMS, Therefore, the cost difference between the DHMS and the

MDHMS due to adding the OCC functions can be compared to the cost of implementing
a remotely located OCC. The minicomputer design MDHMS was also costed using
Varian 73 computers. Therefore, a cost comparison is provided for the computer hard~.

ware produced by two minicomputer manufacturers.

Only System Engineering Laboratories' (SEL) SYSTEMS 86 midicomputers are used in
a second MDHMS design to estimate the cost. The third design uses a combination of
midicomputers and minicomputers, and it is costed with Xerox Corporation's Sigma 9,

Model 530, and System Control Units.

Therefore MDHMS costs for three designs have been developed. The advantages
~and disadvanté,ges of each configuration are weighed, and two major study conclusions
are reached. The conclusions are: (1). that minicdmputer s'ystéms should be used for
the DHMS; and (2) that a combination of mini and midicomputer systems should b_e used

for the MDHMS,
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Section 12 presents diagrams and discussions of the MDHMSs. General descrip-
tions of the necessary software for the OCC functions are provided. Note that orbit
determination, attitude determination, and attitude or orbit maneuver planning programs
necessary for the OCC operations are not included in the software descriptions. This
set of software is assumed to exist at the GSFC available for use on the GSFC large
scale IBM computers by request of the MDHMS operating personnel, These programs

are not run in real-time as are most of those programs implemented at the TDRSS GS.
1.6 STUDY SUMMARY

: 1
The TDRSS GS study was begun in December 1972, Four reference documents
were provided for background information, and additional study guidance was provided by

the contract technical officer.

A DHMS cost matrix, the primary study element, was to be provided by the end
of February 1973. This was accomplished by presentations to the GSFC TDRSS study
group. The first presentation, 30 January, provided an overview of our GS concept
and the format in which the cost matrix was to be provided. Only some of the GS cost
data were available at that time. The second presentation was scheduled for 15 February,
| but it was postponed until 22 February when a preliminary DHMS cost of $6.8M was
prov1ded System mOdIfchtlonS were requested and a final cost matrix presentatlon

was made on 7 March; the cost was $7.2M.

1"'I‘DRS Data Handling and Management Philosophy," GSFC, October 1972,

"Tracking & Data Relay Satellite System Configuration & Tradeoff Study," Final Report
{less cost data), North American Rockwell, October 1972, .

"Tracking and Data Relay Satellite System Configuration and Tradeoff Study, " Final
Report (less cost data), Hughes Aircraft Company, September 19872,

"Des1gn Analys1s Adaptive Ground Implemented Phase Array, " AIL/Cutler—Hammer
November 1971,
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Three designs for the DHMS were considered during the first 3 study months,
In general, off-the-shelf (OSH) hardware was used whenever possible to provide mini~
mum uncertainty in the cost base. When special equipment was required, it was

designed in reascnable detail to obtain an estimate for the procurement cost.

Additionally, costs were developed for a different AGIPA system for the LDR
users than was initially considered for the DHMS, The modified AGIPA system
increases the previous DHMS estimated cost to §7, 9M. Of this total, apprdximately

$1.7M is for computer, data storage, and console hardware.

A quarterly progress report, issued in March 1973, completed the first study
phase, The initial goal of the Phase II study was to determine the estimated costs for
the MDHMS as an extensiotil of the baseline DHMS developed during the Phase I effort.
This goal was extended to include, if possible, computer costing estimates for hard-
ware systems using different computers than were considered for the baseline DHMS,

All goals were accomplished as documented in this report.

A cost inerease of $1.4M is estimated to implement the OCC functions in the
baseline DHMS. However, the pricé of the computer equipment that was used in esti-
mating the baseline DHMS was increased 10 percent by the manufacturer. Therefore, |
the composite baseline MDHMS cost is currently estimated at $9,6M [ ($7.9M +
$0.3M + $1.4M = $9. 6M) (includes the modified AGIPA system)]. Of this total, the
computer, data storage, and console hardware cost about $2.3M., The baseline MDHMS
uses only the DEC PDP 11 series minicomputers.

The second minicomputer MDHMS configuration hardware (computer, data
storage, and console) using Varian series machihes costs $2.2M. Similar Hardware
costs for the all-midicomputer system (uses SYSTEMS 86 computers) are $2,2M.

This midicomputer system also has computer interface cards for LDR and MDR frame
synchronizers and removes the need for hardware LDR and MDR user data switches*

to the NASCOM communications channels.  These factors reduce the baseline hardware

*These are used in the baseline DHMS, _ T
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cost by about $0.05M. The combination midi/minicomputer configuration using Xerox

computers has similar hardware costs of $3.4M.

Estimated prices for implemented MDHMSs include three cost categories:
hardware, software, and implementaiion, 2 For systems using only minicomputers
the implementation cost is estimated as 90 percent of the total hardware cost. This
percentage is reduced to 70 percent for the computer, data storage, and console hard-
ware for the systems using midicomputers (90 percent is still applied for'the remain-
ing hardware), A reduction is justified because the .midicomputer manufacturer
integrates and system tests the composite hardware prior to deliv'ery. Therefore the

total MDHMS contractor's costs would be reduced,

All hardware costs are current, 3 either supplied by the manufacturer or obtained
from list prices (unless specially priced becaunse off-the-shelf (OSH) equipment was
not available), and reduced by original equipment manufactor (OEM) quantity or
business volume discounts, Except for the DEC systems, the computer hardware
systems for the MDHMS have been preliminarily reviewed for cost and technical
completencss by the equipment manufacturers as a check on our designs and under-
standing of the equipment pricing lists. The total soft{vare estimated for all systems
is $2.4M. Total implemented MDHMS estimated prices are: using DEC computers,
$9.6M; using Varian computers, $9,5M; using SEL computers, $8.9M; and uéing

1
Xerox computers, $11.1M,

It is not expected that any of the configurations developed in this study would be
implemented exactly as described here. Modifications will be made as the TDRSS

requirements are changed during the final TDRSS definition effort, Further, other

1
Xerox personnel indicate that a change in their pricing structure is planned during
August or September of this year that will reduce this cost, '

2See Paragraph 2.5 for an explanation of this cost. .

3]EIxcept computer hardware costs in Section 2 that are to be increased by 10 percent,
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computer hardware can be used; however, we have developed information on three
feasible MDHMS designs and priced them using four manufacturers' computer hard-
ware, This information is more than adequate to define the preferred design and

estimate its cost.

Based on our current understaﬂding of the MDHMS computational and data
load, we recommend a system that uses midicomputers to perform the TDRSS com-
putational requirements and to control and direct the TDRS and GS equipment, and
uses minicomputers or computer interface processors1 to the maximum extent to

relieve the midicomputers of repetitive user data handling activities.
1.7 REPORT ORGANIZATION

Section 2 provides a description of the TDRSS GS and its cost matrix. The

* baseline DHMS hardware, software, and implementation costs are presented in
detail. A technical discussion of the major functional systems within the initial GS
is presented in Sections 3 through 11, Section 12 discusses the composite (MDHMS)
éystems, presenting a tradeoff comparison of the three system configurations and
costs. Descriptions of the three configurations for the all-minicomputer, all-

midicomputer, and midi/minicomputer systems are provided, respectively, in

Sections 13, 14, and 15. The new technology report is in Section 16, Appendices A
and B documént short studjr efforts performed during the reporting period. They
consider functional availability ‘and brief comments on the AGIPA components.
Characteristics of the computer systems considered during the study are presented

in Appendix C.

LComputer interface processors are special digital hardware circuits (interface
cards) that perform one or a few preprogrammed functions under MDHMS computer
control. ' '
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SECTION 2 - TDRSS GROUND STATION

2.1 GENERAL

This section presents the Phase I DHMS study results, Sections 3 through 11 pro-

vide supporting technical information for the Phase I effort,

A TDRSS functional GS layout is described, Functions are grouped into 11 major
units, These are discussed, including elements outside of the DHMS costing area, It was
necessary to lay out the total GS equipment configuration because of its interfaces through

which the DHMS must work.

Basgic costing data aré summarized. A hardware cost matrix is provided to show
- how the DHMS costs were developed. Matrix entries are made only for those units or
subunits that are considere:i part of the DIMS, Software requirements are estimated
separately in terms of manmonths of computer programming time, A dollar value for this
effort is provided. An implementation cost! of 90 percent of the hardware cost is assumed,

These three costs total $7.2M, A cost delta is also provided for a different AGIPA system,

" The majority of the DHMS hardware cost is for computers and their interfacing
| peripheral devices. For costing of the baseline system, Digital Equipment Corporation's 4
(DEC's) PDP 11 computer series was used. Computer system tradeoff studies were _Q\&\‘O
not performed and, therefore, the PDP 11 systems are not necessarily the recom-~ \
mended GS computers. Howevef, the computers are representative of the systems that
would be considered for use, and the resulting hardware cost provides a valid bugetary

estimate.
2,2 GROUND STATION LAYQUT

Figure 2-1 shows the GS layout developed for the study. Major units are numbered
by "tens" for identification as indicated in Table 2-1. Subunit j-dentific:afion numbers are
. allowed to range from 1 through 9, with the "tens" and "hundreds' digits determined by

the unit number, An introductory description of the units follows, S

Iincludes Installation, Integration, Engineering, Test, and Equipment Spares Costsg,
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Table 2-1. Unit Names and Identification Numbers

" Unit

Cost Included for the DHMS

Number Unit Name
Yes No Partially
10 NASC-OM Interface System X
20 Control Systenii X
30 Command Output and Verification System X
40 Command Uplink System X
50 Command Verification Downlink System X
G0 Downlink System X
- 70 LDR Downlink System X
80 TDRS and Order Wire System X
. 90 MDR/Shuttle Downlink System X
100 Conéoles and Displéy System X
110 Test System X
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2.2,1 NASCOM Interface System (Unit 10)

All communications concerning the DHMS pass through the NASCOM interface sys-
tem, Specific bandwidths or data rates have not been assumed except for the command
and verification and the shuttle voice links. Only the veice links are assumed to be duplex;

all other links are assumed to be simplex.

User spacecraft commands, GS and TDRS configuration and antenna control com-
mémds, configuration schedules and updates (for onsite storage), GS-to-GSFC link status,
and user commands for onsite storage are received over the digital command and verifica-
tion links, Detection‘of a message received in error causes the message to be dropped,
and reported to the sending element via a composite status link. Otherwise, the message
is handled according to its contents. The sending element is notified that the message

was properly received, A line rate of 56 kbps has been assumed from GSFC to the GS.

The shuttie voice links are assumed to be standard analog telephone channels with
a nominal bandwidth of 4 kHz, Characteristics of the remaining links have not been

assumed, but they are considered to be simplex links that originate at the GS.

Except for the composite status and two of the three range and range rate (R&f?)
links, only a éingle user's data are transmitted at one time on the simplex links. (Time
divisio_n multiplex or message multiplexing is not performed in the DHMS.) Data can be.
transferred from the DHMS to the NASCOM circuits at rates up to 500 kbps for all links
except the MDR channels, where a 1-Mbps rate is provided. Therefore, constraints are
not placed on the NASCOM network., The actual transfer rate is determined by the NASCOM
data handling clock, and NASCOM is free to use message switching or line switching

circuitry.

A DHMS cost is not associated with Unit 10. The cost of the interface devices that
are enabled to transfer data to NASCOM are included within the appropriate DHMS units,

Section 3 provides a more detailed discussion of the NASCOM interface system,
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2.2.2 Control System (Unit 20}

Th'ree primary subunit groupings make up the GS Control System, Unit 20.
They are the processors, peripheral switching logic, and the peripheral Unibus systems.
-The four processors are PDP 11/45 Central Processing Units ( CPUs) with a basic core
memory, a CPU communication device (ASRl), and & minimum of peripherals that
enable the processors to be operated independently of other station equipment. Inter-

computer channels are provided between all processors.

The processors control the peripheral switching logic (Unibus multipole double~
throw switches) that enable them to communicate with and control the peripheral Unibus
systems. The switches are fail-safe devices (they also isolate a failed Unibus system

from the processors).

Each Unibus system is redundant and each processor can communicate with at
least one of the four different systems. The Unibus systems are connected to the
computer controllable station equipment and computer-peripheral devices (disk storage,

common core, printers, etc.) in each sysiem.

- Redundant maintenance/operator consoles are also connected to the Unibus system.
The consoles enable any man-machine communication with the computer-controllable

station equipment.

All TDRS. OCC commands are executed by the control system as well as those
resulting from use of the onsite consoles, User communications through the GS are

- handled by the control activity, as is the monitoring of the GS equipment.

There are three special features of the control system. First, a test and backup
processor provides the capability to perform maintenance programming with the actual
GS peripheral devices not in use for active data control and handling. Therefore, new or
modified software development does not require Va redundant facility, Second, because of
the redundant Systefn elements, diagnostic operations and checkout can be performed

- without affecting normal station operation.

lAutomatic send/receive teletype.
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A third feature is that any two processors and half of the Unibus systems (one of
each redundant system) could simultaneously fail without degrading the GS operations,
A finite recovery. time is associated with each failure, however (i.e., several seconds
would be required for one processor to take over an online fajled processor's operations
or to activate a standby Unibus system), A minor exception is that only one LDR disk
storage device is provided in the Unibus systems, and if the particular Unibus was down,

LDR user data could not be recorded.

Failure of three processors, however, degrades the station activities to just user
and TDRS command handling and TDRS and GS equipment configuration control from the
OCC, Established LDR and MDR channels would not be affected, and LDR handover
operations from one TDRS to the other could be continued during the degraded operational
period,

C'onsidexl'able design planning has gone into the baseline control system. A further

description is provided in Section 4.

2,2,3 Command Qutput and Verification System (Unit 30)

Digital data communication between the DHMS and the station RF/IF systems is
enabled by the command output and verification system (Unit 30) subunits, The second

function of Unit 30 is to provide a return path for a ground check of the forward link data,

Four primary subunits are involved with a switch conneeting them to the uplink
modulators in Unit 40 and demodulators in Unit 50, Three LDR command and verification
buffer subunits provide one primary path for the forward LDR user link through TDRS
No. 1 and No, 2, and a redundant {spare) subunit that can be comnected to replace either
primary path element, The MDR command and verification buffer subunits provide two
primary forward MDR user links through each on-station TDRS, with a fifth unit that can

be switched to replace any of the four primary elements,

r.Only two shuttle command and verification buffers are provided, Each can be
_comnected to either active relay satellite system. Four identical units are provided for
the TDRS control uplinks, one for each active and the backup TDRS, The fourth

element backs up any TDRS command and verification buffer subunit.-
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All forward link data are received from the control system except voice data, Shuttle
voice is received from Unit 10, converted to a digital format (delta modulation), and multi-

' plexed with the uplinked digital commands in the shuttle subunit,

Actual verification of the forward communications is not performed in Unit 30,

" but the demodulated data are handled from Unit 50 through the subunifs.. They provide
~ the interface to the control system where the verification is performed. (Note that
uplinked voice is not digitally verified. It is converted to an analog format, and it could

be returned to the speaker for verification, or it could be played to the onsite personnel, }

The forward link data ground lbop degign can be modified to perform the verifica-
tion activities in the Unit 30 elements. Only detected bit errors would be input to the
control system, reducing the processor load necessary to perform the verification, This

modification would have a minor hardware cost impact, but the cost has not been developed.

It is seen that single points of failure do not exist within Unit 30 because the
modulator/demodulator switches are redundant, the subunits have a backup and either
Unibus system 5 or 6 communicates with the command output and verification system.

Additional system description is contained in Section 5,

2.2.4 Units 40, 50 and 60

| The command uplink (forward} system (Unit 40), the command \}erification down -
link system (Unit 50}, and the downlink (return) system {(Unit 60} contain the TDRS GS
RF/IF and antenna systems. These units are not considered part of the DHMS, but they
are included for completeness in the GS layout, Figure 2-1 shows some of the subunits

in these systems,

Certain control and monitoring points within the three units were considered, but
not in detail because specific configurations were not_ available. Control to and data from
_the points are assumed as part of the control system (Unit 20) activity, Therefore, an
| analog-to-digital converter and multiplexer are priced in the cont;rol systém to handle
the analog monitoring activity.  Also, a digital muitiplex monitor and control element is
costed in Unit 90, It has the capability to address 256 points (8 bits) and input or output

8 hits for each digital address,



Costing for signal transducers and conditioners and switches and switch-
controllers for element control or monitoring within Units 40, 50, and 60 has not been

included in the DHMS price. Section 6 includes some additional detail on the units.

2.2.5 LDR Downlink System (Unit 70)

Real-time spacecraft telemetry data (rates from 0.5 to 10 kbps) are handled in
the LDR downlink (return) system, Unit 70, Provision for 20 users is made with 24
separate AGIPA channels. This user support is developed by assuming that 20 channels
aré necessary for user spacecraft in view of either on-station TDRS, An additional four
channels are provided to facilitate handover operations (relay support from one TDRS
changing to support by the other active TDRS). The additional channels also provide

redundancy when AGIPA channel failures occur,

Analytical justification for the preceding assumptions is not available. It could very
well be that a few more or less channels would provide the handover feature and backup
capability with an acceptable probability of support. This investigation should be

performed, but it is not planned for the current contract effort.

The LDR channels are composed of four basic subunits. An AGIPA channel
signal processor enables automated connection to IF modulated signals from TDRS No. 1
or No. 2 and a test input. The procéssor receives eight signal streams from each input
port that pass through computer-controlled variable phase and amplitude circuits, after
which they are summed into one signal stream. Each Input stream is relayed from

four vertical and horizontal antenna elements located on the TDRSs.

Data for each user are code division multiplexed (CDM). Thus the summed stream
enters a PN code correlation circuit set for the particular user code. After PN code
lock (the receiver code is in-phase with the spacecraft code) the second channel element,
a PDP 11/05 computer is used to adjust the phase and amplitudé circuits to maximize the
received symbol stream power to interference power ratio. Polarization tracking is also

accomplished in this process. Rémge and range rate circuits are in the signal processor. -

2-8



The third channel subunit is a Viterbi deccder [assuming a rate 3 (R = 3),
constraint length 7 (K = 7), convolution code] that converts the received symbols to user
data bits. The encoded data thus undergo forward error correction decreésing the hit
error rate (BER) that would otherwise be obtained with respect to the received bit energy-
to-noise-density ratio '(Eb/No). In the decoding process, the output bit rate is one-half

of the input symbol rate.

Provision is made in the AGIPA channel signal processor to handle four discrete
hit rates within the 0.5 to 10 kbps design limits. This is the costed circuitry. A future
provision is to increase the handling range to 32 kbhps and provide a continuously variahle

bit rate handling capability within the limits. This is discussed in Section 7.

A fourth primary subunit is the LDR user NASCOM switch, Its purpose is to
maintain a given user's data on any one of 20 lines to Unit 10, Therefore, after a hand-
over operation invelving a second AGI?A channel acquiring the user's data stream tllrough
the other relay satellite, the same NASCOM line -can be used to provide data to a given

user,

Control action necessary to acquire a new user's spacecraft data and to provide
handover or failed channel replacement is directed by Unit 20, The control system

also monitors the Unit 70 operations, receives the users' R&R data from the AGIP

-

channel computers, and records the users' telemetry data when required.

Much additional detail is necessary to understand the AGIPA system and how we
have considered its implementation for costing purposes. After channel assignment to
a user by the control system, the channel computer automates the AGIPA signal
processor's actions, provides frame synchronization for the data, formats it for
NASCOM transmission, and essentially operates the channel independently from the
remaining channels. Several other innovations were considered and the AGIPA system

is further described in Section 7. Lo

2.2.6 TDRS and Orderwire Downlink System (Unit 80)

Unit 80 is considered as the simplest in the DHMS. The TDRS and orderwire

downlink freturn) system contains two identical redundant channels, Each receives
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bit synchronized TDRS housekeeping telemetry data from the three TDRSs and digital
event signals (on/off) from orderwires relayed by the active satellites. The telemetry
data are frame synchronized by the channel computers (PDP 11/40 systems), Data are
formatted for communication on three separate lines from each channel to the NASCOM
interface for transmission to the TDRS OCC. The orderwire event signals are included

in the formats. Similar formats or possibly preprocessed data formats are also sent

to the cont.rol system. Unit 20 enables display of the daté on the GS consoles. Because
the control system processors can be programmed to uplink all stored satellite and space-
craft cc;mxnands, the control sysiem under operator supervision can command the TDRSs
in cése of a contingent OCC-to-GS commuﬁication outage or of an OCC outage. Section 8

provides a more detailed description of Unit 80.

2.2.7 MDR/Shuttle Downlink System (Unit 90)

X

The most expensive hardware éiefnent in the DHMS is the MDR/shuttle downlink

(return) system, Unit 90. This results from using five PDP 11/45 systems to format the
MDR users' data and a disk storage system for about 2 hours of incoming data from
four 1-Mbps data sources. Less cost could be incurred by providing less data storage
-—-—-0r-using hardware data formafters and an instrumentation tape recording system for the
. data storage capability. This hardware option has not been costed; however, its use could

increase operational expenses because of tape unit operators,

Ten channels, each with the capability for handling up to 1-Mbps data rates, are
provided. Because two MDR users can be handled by each active TDRS and each user can
return a real-time and a delayed-time (recorder dump) data stream simultaneously, eight
channels are necessary, and two channels are provided as a backup. The redundant chan-

nels also could be used to effect a minimum data perturbation during TDRS handover.

Several subunits make up the DHMS elements in Unit 90. An analog switch provides
the capability to connect any MDR channel to any of nine demodulators. Eight hard-
decision and two soft-decision (3-bit quantization) bit synchrpnizers can feceive the base-
band digital data, shape it and derive symbol clock. Each bit synchronizer connects to cne

frame synchronizer that, in turn, can be software connected to two PDP 11/45 systems.
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The computers are programmed to time, and if required, status tag the data and
format them into NASCOM messages.. A digital switch is provided to connect any of the
10 channels to any of eight NASCOM lines, This switch performs the same function

as is provided by the LDR user NASCOM switch,

There are two typés of MDR channels. In effect, two dual-computer channels are
_provided to handle shuttle data, with the exception that only two soft-decision bit syn- |
chronizers, Viterbi decoders, 1 and delta voice dual-demodulators are supplied. These
are channel Nos, 8 and 10 (using Unit 93 D and E computers, Figure 2-1). However, any
of the 10 MDR channels can be used for data streams that require hard-decision hit synchro-
nizers because the soft-decision units can be switched to provide hard-decision data to

the frame synchronizer units.

Note that there are two types of shuttle MDR systems that have been considered,
The first system used a separate unit from the MDR frame synchronizer‘to effect voice
data separation (denriultiplex) from the return shuttle data stream, The current concept
is to demultiplex the voice data by computer program that drives the delta-modulated

return voice demeodulators (digital-to-analog voice converters),

- Direction and monitoring of the MDR/shuttle data handling system is supplied by
a schedule or real-time configuration command effected through the control system,

Greater detail for Unit 90 is provided in Section 9,

2.2.8 Consoles and Display System (Unit 100)

There are three significant subunits in the console and display system, Unit 100,
These are the Go/No-Go Status Panel, the CRT2 Keyboard, and the Command Monitor

Panel,

Because a detailed design of the DHMS was not made, only some status panel ele-
.ments ‘have been considered. In general, the panel would contain light activated-event dis-

~ plays showing the unit/subunit status and results of MDR channel readiness tests. An audio

IViterbi decoders for R = é—_, K=7 arre priced in TUnit 90,
Cathode ray tube,
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alarm would alert maintenance personnel of unusual cccurrences requiring immediate

corrective action,

The command panel provides "thumb wheel'" selection switches, enable switches,
and push-button switches that would be used in activating the onsite configuration stored
schedule and uplinking TDRS or user spacecraft commands by GS operators under voice
direction from the TDRS OCC, A digital readout would be implemented so that command
data could be manually verified before transmission, Also, manual override of normally

auntomated GS activities would be controlled by the panel elements,

Console operational, status, test, and any special devices would be driven by the
control system, and automated communication by CRT keyboard use with the GS equipment

. would also be effected by Unit 20, Additional comment is provided in Section 10,

2,2,9 Test System (Unit 110)

Only minimal consideration has been given to the test system (Unit 110) because a
detailed DHMS design is required first. Two PCM simulator systems are priced and a
modest allowance made for undefined test items and interfacing the simulators to the con-

trol system.

The simulator would be configured by Unit 20 to check out the MDR channels,
injecting expected felemetry formats into the channels which would be programmed to
verify DHMS throughput to the NASCOM interface. Testing would be of the go /no-go type
requiring only a few seconds for channel checkout. A no-go response would cause the
conirol system to alarm the maintenance personnel, and establish a redundant data
handling link. In general, station turnaround would be expected to be accomplished,
including TDRS reconfiguration, within six seconds (the time required to slew the

satellite antenna through its maximum controliable range).

Many additional equipment tests, plus test oscilloscopes, frequency counters, etc.,
would be required for the GS test system, These items have not been costed, Section 11

describes some test system actions in more detail, A
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2.3 DHMS HARDWARE COST MATRIX

Previous paragraphs have provided a detailed introduction to the envisioned TDRSS
GS. TFurthermore, the units considered to be in tke DHMS were emphasized and an

organizational structure (unit numbering system) was presented.

A summary of the estimated hardware costs is present{ed in Table 2-2 for the DHMS
units and subunits. Subunit costs are totaled to provide the unit cost. The total of the
unit costs is $2, 855, 2K. The identification (ID) numbers can be used to locate the

costed elements shown in Figure 2-1,

To estimate the DHMS costs a preliminary and, in some instances, detailed equip-
ment engineering design had to be completed, Technical details were considered. A

cost matrix was developed during this effort to keep track of the results.

Table 2-3 shows the cost matrix. Some column headings require explanation.
Under "design approach" OSH stands for off-the-shelf, meaning that the particular unit
or subunit could be purchased directly from a manufacturer. The abbreviation Sp stands
for special, meaning that the equipment required special design and procurement,

Under "basis for estimate' was entered an abbreviation representing the manufacturer
or designer of the equipment. These are CSC for Computer Sciences Corporation,

DEC for Digital Equipment Corporation, CC for California Computer Products, EMR

for EMR Telemetry, MON for Monitor Systems, and finally IND meaning independent
manufacturer (any of a group supplying the equipment for the estimated cost shown). The
reméining column heading meanings are obvious. Note that additional entries in many

columns would be made during a detailed GS system design.

The most detailed designs were required to estimate the AGIPA (Unit 70) and the
Unit 30 costs. The ground rules established and assumptions made weré as follows.
The AGIPA cost estimate does not attempt to verify the cerrectness of approach or the
operational requirements of the hardware proposed or pre\douusly designed and fabricated
by vendors under contract to NASA, To the greatest extent possible, th_e__gost estimate-

is hased on existing portions of hardware which have been delivered or demonstrated by

- 2-13



Table '2-2. DHMS Hardware Summary Costing

IV,

A. Ku Band Uplink Subsystem
B. VHF Uplink Subsystem

Subunit Unit
Subunit Cost Unit Cost
Ground Station Unit 1D (3K 1D ($K)
I. NASCOM SYSTEM INTERFACE 10
A. Range and Range Rate Links 11
B. Status Link 12
C. LDR Playback Link 13
D. Command and Verification Link 14
Y. LDR Real-Time Links 15
F. TDRS Status and Data Link 16
G. MDR Data Links 17
H. Shuttle Voice Links 18
II. CONTROL SYSTEM 20 575, 7
A. Processor Systems
1. Command and Configuration 21 34,0
2. Monitor N 22 34,0
3. LDR/TDRS/R&R 23 34,0
4. Test and Backup 24 41,4
B. Peripheral Unibus Switches 25 82.7
C. Peripheral Systems
1. Bus 1 and 2 26 203.4
2. Bus 3 and 4 27 7.0
-~ 3. Bus 5 and6 28 10,3
4, Bus 7 and 8 29 58.9
11I. COMMAND OUTPUT AND
VERIFICATION SYSTEM 30 165. 4
A. Uplink Command, Command
Verification, and Buffers
i. LDR Uplink and CVL 31 33.5
2. MDR Uplink and CVL 32 59,0
3. Shuttle Uplink and CVL a3 39,3
4. TDRS Uplink and CVL 34 23.5
B. Modulator and Demodulator
Switches 38 10.1
COMMAND UPLINK SYSTEM 40
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Table 2-2, DHMS Hafdware Summary Costing (Continued)

Ground Station Unit

Subunit
§9]

Subunit
Cost

($K)

Unit
D

Unit
Cost
(8K

V. COMMAND VERIFICATION

VII.

VIII.

DOWNLINK SYSTEM

A. Eu Downlink {Command
Verification)

B. VHF Downlink (Command
Verification)

DOWNTINK SYSTEM

Antenna

Diplexer

Down Converters and Receivers
_ Splitters

Mixers

Microwave Link

AEmPpaEE

LDR DOWNLINK SYSTEM
A, Downlink Subsystem
1. Switch
2. AGIPA Interface
B. AGIPA Subsystem (24 channels)
1. AGIPA Hardware
2. AGIPA Minicomputers

TDRS AND O.W, DOWNLINK SYSTEM
A. TDRS Downlink Subsystem
1. Receiver
2. Demodulator
3. Bit Synchronizer
4. Computer Interface
B. Order Wire Downlink Subsystem
1. Detectors '
2. Computer Interface
C. PDP 11/40 Computer Subsystem

71
72

73
74

81
82
83
84

85
86
87

12. 1
8.7

680.0
110. 7

18.0
12.0

50

60

70

80

881.5

66.1
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Table 2-2. DIIMS Hardware Summary Costing (Continued)

Subunit _ Unit
: Subunit Cost Unit Cost
Ground Station Unit ID ($K) ID ($K)
IX. MDR/SHUTTLE DOWNLINK SYSTEM 90 | 1006.5
A. Downtink Subsystem 91 (285.0)
1. Receivers 91-1
2. Demodulators 91-2
3. MDR R&R 91-3
4, Analog Switch 01-4 8.0
5, Bit Synchronizer (hard) 91-5 48,0
6. Bit Synchronizer (soft) 9i-6 17. 0
7. Frame Synchronizer 91-7 . 70.0
8, Interface Logic 91-8 142, 0
B. Shuttle Subsystem 92 34.6
C. MDR Minicomputer Subsystem 93 678.1
(CY Less Data Storage and Switches (939 (247. 2)
(C') Storage and Switches (293" (430.9)
D. MDR Data Output to NASCOM 954 8.8
X. CONSOLES AND DISPLAY SYSTEM 100 60.0
A. Console 101 24.0
B. Command Control Panel 102 21.0
C. GO/NO-GO Status Panel 103 - 15. 0 -
XI. TEST SYSTEM 110 100.0
A. Simulator 111 42,0
B. Interface and Test Equipment
Allowance : ' 112 58.0
TOTAL DHMS HARDWARE COST ESTIMATE $2, 855, 2K
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Table 2-3. Hardware Cost Matrix

A

Uniis Design Cost Basts Conliguration Manltori:
I. NASCOM INTERFACE SYSTEM |Unit Ap- | Estimate | for Contral Pn"m;:t:fs Control Criterla Noles
LB, e T 5t
: fenit 1y 1B e T g | PR it TTotan | ©5*
A. Range and Range Rate Links 11 1 Cantral output links for Line active, . Polynemial Encoder/ " (1 user) MDR (10 saamples/second)
MDR and LDR users, also | yes/ngb_, v Decoder (PED) 2,4 kbps, simplex
control MDR R&H sample
rate.
1 “ " " {20 users) LDR (1 sampie/sezond
, ecach) 2. 4 kbps, simplex
1 A " " {4 users) MDR (1 sample/second
eachi 1.2 kbps, simplex
B, Ground station equipment 1z 1 1 Data put of link 1 or 2 to " i (TDRS/MDR/LDR users)
operational and link composite TDRSS GCC and userst 4.8 Kbps, simplex
status link MCCS
€. LDR recorded data playhack 13 1 Tine number, mission " " {1 to 20 users) NASCOM selects
link number, time interval rate, simpiex
D. Command and cammand 14 2 Message by message block " " 56 kbps, simplex
verification [ink coentrol numbers
E. LDA real-time data links 15 20 User data ready/not ready u “ NASCOM selects rate, up to
500 kbps transfer rate, simplex
F. TDRS telemetry status and data 16 2 3 Mission status of each " " "
“links . TDRS
G. MDR telemetry data tinks 17 a Line number, mission " " NASCOM selects rate, up to
number, real-time/ 1 Mbps transfer rate, rimplex
playback -
H. Shuttle volee ks 18 2 ] Schedule " Vaice present Buplex voice links
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Table 2-3, Hardware Cost Matrix (Continued)

0517

all displays

2, Terform switchover
function in case of fuilure
of units 21, 28, or 24

1. After swilchover,
command transfer of
canfiguration status to new
command and configuration]
processor

4. Contrel of peripherzl
switehovers {1 through 8)
5. Peripheral Unibus
Control, Prime T,
Backup P2, P3. P8 and P5

21, 23, and 24
2. Monitor periph-
eral subsystems

a, Peripheral 1
and 2

b. LDR/ LR
TDRS peripheral
3 and 4

. Communication
peripheral 5 and 6
d. Moniter periph
eral T and 8

priority, coemmand and
configuralion processor
and LOR/TDRS/ gty
PrOCEESDP.

' Design Lost Rusis
Unils Configuration Monitering .
Unit Ap= cstimate | for b “pite ioles
1. CONTROE SYSTEM {Uait 2u) LD p;;‘aﬂh Estimate | ol Contral Paramelers Cantrol Criteria oles
" Req'd | Backup U Unit 1 Total o
ki K .
A. Processors Systems (3K | (3K Each processor includes 25k enre
niemery, hoot, clock, CAE, AsH,
CPU and HDR11-C)
1. Command anhd Configuration 21 1 0sH 34.¢] DEC | 1. Iaput configuration and Menitor status of 1. Control alt system As commund and conliguration
Processor spacecrafl commands from| monitor precessor | configuration command pracessor inputs all configuration
a. CPU FOP. 11745 1 14.4] 14,4 NASCOM nnd console , nhang(%s: . ) euntrol commands, hwalfers and
b. Clock KW1i-P 1 a5l o 2. Rulfer and output 2, Maintain updaled image | cutputs all user spacecraft
. o v commancs of gonfiguration in core rommands. cheeks verification of
¢. Dot loader MERIT-TIR 1 0.1 0,4 . .
A4, ASE 93 1 1.6 1.6 1. Output configuration memory all commands and monitors the
. ASR AT . .
. ) control commanils monilor processor: alsa, control
. CAE KG11- 1.6] 1.¢ ) .
;2 g::c (2(;'1:k A ; . 1: : 4’ 4. Chtput data to displays commanid, and configure NASCOM
i . ’ 5. Receive keyboard input inpuls.
g. Core (1) 4% 1 1.9 1.9 i )
rom consale
h. DR11-C 3 0.3 Lo
i Memory Management Tnit 1 3.2 1.2 6. Periphcral Unibus
o Me y Manag n o o Contrel, Prime P71 and P5,
Backup P2 and 26
2, Monitor Processstr 22 H 34,0 DEC | 1. Output station stetus to [ 1. Monitor units Switch necurding ta As menitor proecesser, moniter all

eamputers and T pequired sutoimat-
teally perform all processor switch-
aver functions, transfer confijuea-
tion slatus (o new processor ant
autput status to displays.

The monitor syatem is used us
hackup Lo proceszor 21 only il
processnr B s down,
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Table 2-3, Hardware Cost Matrix (Continued)

. Nesign Cost Basiy
R Unjiy . . . Configuration Monitoring . . .
. COKTROL SYSTEM [Unit 203 l]“';j; ':;‘;Fh Estimig E:' Control paramg[:lfg Control Crlteria Notes
- " Res | Daclup PEORSH U nit [ Total )
. (3K} 15K 1, Command euch AGIPA 1, Status & data 1. Program ta schodule 1 LI)IUTDR\‘,:’H&[‘l ProCeasor Con-
1, LOR/TOHS/HENR Processor | 23 ] OsH 34.0f DEC|] ' : s . E . |_ . ) N N
computer channel to a user] {ock on each LDR | each user dala sfream as Lrol assigpnment of ench AGIPA
data stream on efther agsigned charmel it gnes from TDRS 1 to computel chanel,  Also, ench
TDRS 1 er 2, und on cach TORS | TDRS 2 and then Lo no dataf  TORS compuicr processor,
2, Contpol the fllowing fer] spaccerafl, thuring back orbit intervals] 2, Provides starage in block form
cach AGIPA channel: for specilled LD and TRRS data,
a, TDRS user nuwmber 2, Ouotpul TDRS Stalws (0 monitor
b, Bii rate system for display,
¢, PN gequenco 4, Pravide oulpuis (o NASCOM of
3, Commami formats for THRS stanes and playback data for
storuge of LDR and Thas LA arcl TDRS uzers,
data, §. Process and outpol range ¢ runge
4, Command formnat for rate {R&) for LDR and AR users,
slntus of TDRSN Lo monitor §, System cmn Be vsed as backup to
system, Command & Confliguration Procossod
4, Peripheral Unibus Con~ only il processor 21 amd 24 Tadl,
trol:
Prime - P3
Backup - P2, P4, P5, P1
4, Test & Backup Praccessor 24 1 O3H 4i.4}  DEQG 1. Peripheral Unibus Con- This processor is used tor system
trol: lest, program development and as
‘A‘?d Memory Management Prime - P2, P4, PG, PR backup (o processor 21, 23, and 22
Unit and 16K of core) Backup - PL, PY {in that ardery.,
I8. Peripheral Switching Logic 25 12 0511 1 8,9 | R2,7 DE Unibus Switches are used Lo connect
: any af the conpuler processor Lo
the required peripheral Uniluws
v tines,
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% E 1Bl Cost Dasi
" Unity coign o usis Conflguratien Manitoring .
g gl&] CONTROL SYSTEM (Unit 20) lén;; ' pﬁ;ﬂh Estimate g:t Contral Parameters Control Criteria Rotes
% %g-% . 7 eg'd { Backup 7 unit |Total :
i % tﬁdc Peripheral Unibus Syslems (R | (K
. >
8 1, Peripheral Unibus ¥ & 2 26 203, 4
@ g A, Paper Tape Reader Puneh 2 QSH | 3.2] 4,4 DEC| Perlpheru] Unibus 1 is Peripheral Unlbus 1 is used 1o
= tq b, Line Printers 4 O8I 117,5/35.0 | DEC | controlled In prime mode support the Command & Configura-
¢, CAL/COM Interface Disk by tlan functions,
Centesller 2 OSH 126,01 52.0 | CC I, Command & Configura-
d. Disk (CAL/COM) s i oug |17.971.4 | CC Lion processar, Peripheral Unibus 2 is used Lo
n B support the Test & Backup functions
?_ (};2115:)1(: d:p‘lrayl;:.om‘;g}:er 2 OSH | 10l 2,0 DEC In backup mode by:
" S I arlicy!
Interfase for all MDR sys. P osd | e.2a0 o.7| DEC ; E;ﬁﬁ;ﬂ:&t‘éﬁ:’:ﬁ:%:ﬁ
g. MDR minicomputer inler-
face units (DRIICY 10 0811 (0,331 3.3{ DEC{ Peripheral Unibus 2 1s
%) h. Configuratien contral controlled in Prime Mode:
1 memory (13K} 2 OSH | 7.8(15,5] DEC] 1. Test & backup system
| ] I, Tape drivers 3 OsH | 5.7717. 1] DECE in backup mode by:
< 1. Command & Configura- . .
tlon processor, : *
2. Manltoy processor,
2, Perlpheral Unibua 3 and ¢ 27 7.0 Peripheral Unibus 3 is con- Poripheral Unlbug 3 and 4 are vsed
(LD RE T/ TR trolled {n prime mods by: to sypport the Munetions of the
a. CAL/COM Interface Disk 1, LDR/TRRS/RER pro- LUHATDRS/ KRR processor,
Controllers ' 1 Osii| 26,0 26,0 | CC |cessar in backup mode by;
fh, Disk 4 O8H ;17,91 35,7 CC [ 1. Monlter processor
e, LDK NASCUM Switch
LRIIC) 2 OsHi0.33 0,7 DEC| Periphcral Unibus 4 is conq .
d, LDR (AGIPA) 11/05 ralled In prime mode by: Inlerface cost in AGIPA cost,
CComputer 17O (DRI 48 OBH | =~ | -»- DEC| I, Test & Backup processoy
¢, TDRS 11/.406 computer tn the backup trode hy:
tnierfnce (DRICY 2 OSH} 0,33 0,7 DECl), LD}UTIJRS/[}&f}pmccssor.
1, MDR Rampe & Ronge Rade -
(BRIIC L] OsH{ .33 2.6 DEC
. LOR/TODRS NASCOM links
i DRIy 2 osn! Lo 20| DEC
i . h, RER NASCC interface
: Jinks {DRIULY TG osH| 1.9 6.8 DEC
1. Unthus extender (DBIIA) 2 osH| 1.4 3.3 DEC
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Table 2~3. Hardware Cost Matrix (Continued)

3
IS e ——
¢ Deslym Cont Basis i -
ﬁ% ‘ 1. CONTROL SYSTEM (Unit 20) gm |, U0 Ap- | Estimate { for Cogl;ir:ciuon Monitoring Control Crileria Notus
x LD. - proach Est, Parometors
Reg'd | Backup Unit |Tatal
(3K) | 5Ky . N
3, Peripheral Unibus 5 and 6 Peripheral Unibus 5 {s con- Peripheral Unibus § and & ave used
{Communicatlons) 28 4 10.3 trolled in prime mode by: to support the functions of the com-
a, Command & Command 1, Command & Configura~ mand and canflguration processor,
Verification Uplink Unibus tion processor,
Interface 2 ) Sp -- -~ 1 C8C In backup mode by: In cast of Unit 30
h, Command & Command .
A . 1, Monitor processor
Verification Interrupt 5. LIR/TIRS/, HET
Logic Unils 2 QSH [0.233; 0.7 [ DEC "
e, Cammand & Control Peripheral Unibus § is cend
NASCOM Interfaces trolled in prime mode by
(DPI-DCY 4 OSH | 1.6 | 5.9 | DEC L. Tosl & baclup processoy
d. NASCOM Switch 1 Sp 3.0 |30 | CsC fn backup meds hy:
¢, Composile status Interfuce 1, Command & Configura-
(LHUT-CY 2 OSH [0.33§ 0.7 | DEC N )
[~ tlon processor, .
1 2, LDR/TDRSS &R
(3]
= 4.  Peripheral Unibus 7 and 8 24 i . IsR.9 Peripheral Unibus 7 s Peripherp! Untbus 7 and 4 nre eserd
(Monltor) controlled in prime mode by: 10 support functions of the maonttor
.1, CIHT Conlrollers 4 OSH | 2.7110.8 | DEC | 1. Monitor processor in PrOCESSOL.
b, CRYT Hard Copier 2 OSH | 4,04 8.0 | INI» hackup mode by:
. Comsole Lrivers 2 Sp 5.0110.0 | C&8C 1., Test & baclup processof,
d, stiius Inputs (DUIICH 2 Q31 (0,33 ] 0.7 DEC . '
e. Unbw: Swlech (DT63) 1 8.9 6.9 f{fﬂ"ﬁf{i‘l’m‘if’gf‘.‘:ifl:‘zde o
f, EMR Inlerfuce eard 1 OSH | 2.6 1.6 | EMR 1. Test & backup processs )
g, A-to=i) Converter & Analog] N N
Multiplexer (EMR 2707y n backep made byt
! Hanclle 256 analog {tems 1 OSH |23,021,0 | EMR| 1, Moniter processor,
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Table 2-3,

Hardware Cost Matrix (Continued)

: , T Units | UeSiEn] Ceel JImslsl o ruration Monitori
11, COMMAKD GUTTPUT AND Unil ! A Estimate | for Higura onitoring Contral Critoria Notus
VERIFICATION SYSTEM L1 praach Est Control Parameters
(Uit 39 ©E Reg'd | Backup "7 Unit iTotal )
(3K (5K B
A, Uptink Commantt, Command . .
Verification ami? Buffers T
1. LD Uplink and CVI Modute 31 % 1 Sp 11.2)31.5 | €sC Activity bulfer status) Loss of verification
CVL Sync (16}
2, NN Uplink and CVT Module a2 4 1 3p 1L, 8{59.0 [ ©SC | Long code/short code " "
% Shutile Uptink and CVL Module 33 1 1 Sp 18.6030,3 1 C8C Tang code/ short code " v
4. TDRS Uplink snd CVL Module 3 3 1 3p 5.9123,5| csc Buffer status (16} "
B. Molulator (Uplink) and Democh- 35 1 1 Sp 5.1§ 10,3 | CSC | Modulator and Frogram i.0sa of verification on a
Iutor (CYL) Swilches demodulator channe! verification (1) channel or modulator
configuration {13}
IV, COMAMAND UPLINK SYSTEM . Units Deslgn | Cest | Basis] oo 5 ration Monitoring .
. Unit Ap- Estimate | Tor o Conirol Criteria Noteg
{Endt My LD proash Est Cantral Parumeters
S Hegtd [ Lnckup “7 Hunit [Total )
A Ku Band Uplink Subavstam
1. Command Madulator’ 41 8 8
a. Mixuers q2 2 g
;. Comhiner 43 2 2
4. IIp Converter 44 2 2
5. Trandmitter 48 2 2
4. Diplexer as 2 2 Select (2) Power out level (8) | Power level limit
7. Ku Antenna 47 2 0
B \FIF Uplink Subsystem
* 1. Modulator/Transmitter 48 1 1 Select {2) Pawer out level (8) Puwer level limit
! 2, VIF Antenna 39 1 0
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Table 2-3,

Hardware Cost Matrix (Continued)

V. COMMAND VEIIVICATION

Desipn

Cost

Basls

Ini ation itori Lo
. Unit Units Ap- | Estmate | for C“g‘:g:‘;‘) g’a‘;':l:’;::‘fs Controt Criteriz Natos
DOWNLINK SYSTEN {Unit 503 st e
3 LD Roqd | Backm proach Toit [Tolal Est
(8K [ 15K L
o~ I
AL Ku Downlink 4
{Command Verification)
1. Down Converter 51 z a
2. Splitters ’ 52 2 i}
3. Mixers 52 & Q
4o Demuodulators, Detectors 54 L} [ ' AGC level {8y
B, VHF Downlink
{Cammand Verificationt
1. Command Verification 55 1 0 AGC level (8)
Reeeivers/Demodulator
. Deslgn Cost Basis
Unils iguratl itori i
Unit s Ap~ Entimate | lor Cu(n‘f gurittion Monitoring Control Criteria Noles
V1, DOWNLINK SYSTENM (Unit 60) N -ontrof Paromoters
1,13, proach - - Eat,
lleqﬂ?s:wkup Unit | To1al
(SE) ] (2K Slatus an 12 bits,
A. Antenna (In Unit 40y 1i1 2 Select (4), each ench
0. Trplexor (in Unit 4o 62 2 2 Sulect () Losa of all data
C. Bown Converters and Receivers G3 2 2 Solect (2), solect mode Phase lock loup Meode reguired, Lit rate
! and bit rate {8}, sct AGC level (B) timit level and rate limit
frequency (8), and Lack display (2) and data loss
handwidth {4)
n. .\'pﬁtlvrs a4 2 2 Select (21 On line/oll line (2) Power levol limits
E. Alixera 45
1. LI 65-1 2 1 Select (2) Signal level Ry Signal level limit
Freguency Tung (15) Made current [H) Diude current Timit
{20 MDRSShuttle 60-2 4 ] Seloct {4) i
" . Frequency Tune (18}
3 THRS 65-1 3 3 Select (1) " "
A Frequency Tune (16)
4. Order Wire Gi-4 2 2 Scleot (3
T. Microwave Link (In Unit 10, 50 i5-5 3 a Seleet ¢y, cach Status on 12 hits,
and Uy ench
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Table 2-3,

Hardware Cost Matrix (Continued)

Desi. Basi :
VIL. LR DOWNLIKK SYSTEM _ Units usign | Cost S configuration Monituring : .
., . nit Al Eslimate | lor . Control Criteria Notes
(Ltnit 703 L L roach st {Jantrol Parumeters
T Reg'd | Backup ; 7 unit [Total| "
B (8RY | (5K) —_—
A, Dawnlink Subsystem
1. Awitch 71 1 0 Sp 12.3(12,1 } CSC | Select 20 of 24 computer Data set ready Losz of cobtrol line Includes NR11C for contral
outputs for trangmission | Clear to send
‘ fa NASCOM
2. AGIPA inlerfuce Logie T2 20 4 osI 3.3)78,7 | DEC Conneets AGIPA Lo control syslem
and =ignal processor o compiter
D. AGIPA Suhsystem Bit rate (2) AGC level ()
: ’ PN sequence (5) Program verify
ACIPA clements (16)
1. AGITA Hardware {24 channels) 7 20 4 Sp 2R, RGRD, 0 .
2. AGIPA Minicomputers T 20 4 Qs 4.6[110. 7

PDP-11/05 eamputer used as
interface iy each AGIPA channet.,
Each chamel performs the fullowing
functions.

i, Frame ssmehronization of data
and NASCOM blocking

b, Controls painting

¢ Control AGIPA elements

d. Programs PN generator

a. Programs input switeh

f. Programs hit riude

#. Dutpuls data 1o XNASCOM

R Takes status of system

i, YO control with LD prime
aonipefer system

i Sends RER furmatted data to
contryl system.
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Table 2-3, Hardware Cost Matrix (Continued)

=
’ . Design Cost Basls o
VINL. THIS AND LW, DOWNLINE | Unit Unils Ap- | Esttmate | lor Cu?foi.g';\::ltiun 3‘“'““”'1'"‘5 Cenlrol Criteria Kotes
SYSTERM ¢Unit &0 LI g al, . aramelers .
Ui J ! Reqg'd | Backup proach Unit ( Total kst
(8K 1 (2KD
A. TDRS Newnlink Suhaystem AQC level (8) T.aove! and rate limits
_ Leck display {2) Data loss
1. Roceiver Hl Sct froqueney (8)
Bandwidth {(4)
Made (4)
2. Democulators 82 PLL Mede required, hit rate
Select (2) Naise level (8) timit, noise level and
: DC level (8 DC limits
3. Bit Synchromization R 3 3 OSH | L0180 ; KON | Rate (B | DC level (8)
Loap handwidth (3} Syne error (8}
4. Minlcomputer Interface Logic Rd L3 & ap 1.0]12.0 | CsC Ineludes NRI11C Cards
B, Qrder Wire Downlink Suhsystem
1. Netectars 85
2. Minicomputer Interface Logie HG 1 H ép 2.%] .81 €8¢
C. Phi* 11740 Compuler Subsyslem e 1 1 OfH |17.7(84. 3 | DEC Theee THRS data lines from vach
(18& core, clack, haot} computer fo NASCOM infectiroe
Includes NASCUM and Control
Interface




92-2

Table

2-3.

Hardware Cost Matrix (Continued)

Design Cost Basis
Inits tien i .
IN. MUR/SHUTTLE DOWNLINK Unit Units Ap- | Estimme | for Conflguratio Moniloring Control Criteria Notes
SYSTEM (Unit 90) 1D proach £t Contral Parameters
' : " TRogq'd | Backup "M uUnit [Tetal
A, Downlink Subsystem 91 (SEY | (2ED T S
1. Ruceivers 91-1 R 1
2o Demodulidor a1-2 L} 1
A, MR H&fli B1-3 R .1
4. ‘Analog Switch 01-4 & 2 Sp 0.8! 8,0/ CSC | Select 1 of 9 modulators(4) Program verify No verification
5. Bit Synch 91-5 7 1 Q5H 6.0| 48,0 MON | Bit rate (19), Loop Loss of signal, Loags of sync or signal, Monitor Madel 217
’ Bandwidih {2). Code (3), DC offset, syne, excessive offset, loss
Source (3], Det Pal (2) POWEr ON of power
4. Soft Deeision Bil Syne a1-¢ 1 1 0OSH 8.5 17.0[ MON " " " Menilor Model 320
7, Frame Synchreonizer 91-7 H 2 OSH 7.0 0.0 MON | Frame syne paticrn (33) Syne status power on| Luss of power, loss nf Monitor Model 431
. Frame length (G} SV RU
Syne strategy (15)
#, Interface Tagic Y-8 B 1 Sp 28,4 142.0| £SC | Switch Viterbi decoder to | Digital line statas. | Open or shorted digital Includes digital monitor amd
' Erame syne program verify signal palhs; no program control ¢ircuits
verification
B. Shuttle Subsystem 02 1 1 17.3§ 34.6| C3C Power on, data includes high hit rate
' activity R= 1%, K=17 Viterbi decoder
C, MDA Minicomputer Subsystem 23
"1, LA30 DEC Writer 93-1 4 1 QSH i Sk jal Ao Cost included with PNP-11745
2, MMU{KTI11-I 93-2 4 1 OSH .27 16 DEC
3, Clack 93-3 4 1 D5H 0.5 2.9 DEC Programmable real-tima clock
4, Bool (12 word rend-only diode | 93-4 1 1 Q81 0.3 1.5 DEC
nemary)
5, d4-#k Core Memory 93-5 4 1 OsH (121 0.9 DEC
fi. Control System
Beripheral interinces for 13-6 R 2 Qs [ 3.8 hec NIR1I-C inler{zce units
Enihus #1 and #2
7. CPTY 11745 a3-7 L] 1 Osi | 16.0] 80.4 DEC
4. CPU1L06 an-8l® ¢ 1 | osn | a4 17.q pEC
a. solid State Control Unit 93-0 4 1 osn 1.6 8 DEC
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Table 2-3. Hardware Cost Matrix (Continued)

o Design Cost Basis 5 ‘ ' )
X, MDR/SHUTTLE DOWNLINK Unit Units Ap- | Estimaie | for Conliguration Monitoring Control Critoria Kotes
SYSTEM {Umit 80) .D proach Est. Control Parameters
T Reqr | Brekup Unit [ Total
(5K | (5RY
. MDR Minieomputer Subsysiem
{Comtinued
10, Rk MOS Memories 91-10 4 1 (28K 8.5 42.5] DEC 31511-BP solid state memory
11, &k Core Memory for Unibus #2 093-11 4 1 OsH 3.1| 15.6 DEC MAM11-C core memory
12, MDA Storage System .
X cach sturage svS av
1. CALSCOM Contrellers 05-12 9 OsH  (26.0|104.05 CC S?Lai:?l ili:qf:gai gﬁfﬁ)?EJ?‘ﬁ' dats
b, Disk Puks 03-13 18 osrm 117.9]285.¢) cC ALY fow STEAT DY *
It Pcrinhérﬂl tnithus Sterage 22-14 6 QOsH 6.0 41,3 DEC LT3 Unibus Switehes
system Switch .
1. MDR Data Ouipul Switeh 14 1 n Sp 8. 4! 8.8 8C 1 Sclect® ol 10 computer Clear to send Toas of control line Includes DR11-C units

10 WASCOA

aulputs fur transmission
to NAKCOM

Data set ready
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Table 2-3.

Hardware Cost Matrix (Concluded)

Be-¢

Additionat Test Devices

:ﬁ CONSOLES AND DISPLAY Cast Basis Configuration Monitorl
. NS E § § . R onitorlng . _ -
tnit % ate | for d SEi RNote
S SYSTEN (Unit 100) oo Estimat o Cantrol Parametirs Control Criteria Rotes
= o Unit [Tetal] "
S_ (3K | (381 .

A. Consola 101 2 .00 24,0 C8C Two consoles for normal
operitions and onc console Mor
test system,  Each console having
n command control pancl, CRT
aisplay with kevhoard and a
GO/NO-GO stelus panel,

. Command Contral Panel 102 7.0 21. CaC Imputs from control system

peripherals 41 and #2
¢ GO/RO-GO Siatus Panel 101 5.1 15 CSC } Tnputs from contreol syslem
peripherzls #1, #2, 47
and 8
Cost Basis Configaration Monitor
X1 TEST SYSTEM {Unit 1 Unit Estimate | S untering i Sote
‘ v 10y LI ;]. sHmats };;1; Conirol Parameters Control Criteria Notes
Unit ITotal !
(5K 1 (3K
A, Simulator m 21.0/42,0| MON| Controlled from Simulation system to provide for;
peripheral Unibus #1 and
) for 42 E a. Link reudiness checks
¥, b. Simulation of cach type of
telemetry data (1,DR, AMDR,
shuttte or TDIRS)
B. Altowance for interface and 112 2%, 01 58,0 mt "




the vendors {(computers, Viterbi decoders), Where hardware does not currently exist,

the estimate is based on a detailed preliminary design configuration capable of meeting

the available or known performance requirements (channel signal processor).

The following assumptions were made for hardware to he specially designed:

©

The design, fabrication and testing of the processor will be accomplished by
a vendor having available personnel and facilities to execute the job in a
competent manner and who has demonstrated experience and competence in

similar or related equipment,
The design will be completed using only current technology and components,

The scheduled time for completion of the work will be realistic in terms
of the effort to be undertaken and that no premium labor or other cost penalties

will be incurred as a result of schedule requirements.

The AGIPA processor will congist of a single unique equipment procurement
(i. e., there will be no "production" type follow-on) so that the design docu-
mentation, administrative controls and other factors will be representative of

a custom product activity.

The equipment to be delivered will be of sound design and construction, repre-
sentative of commercial-grade instrumentation designed for use by skilled,

competent technical personnel.

The equipment is designed to be operated continuously in a clean, sheltered
‘ o
environment having maximum temperature extremes of 0°C and +5(}OC and

actual operating conditions of 95° + SOC.

Documentation and reports fo be provided by the vendor conform to standard

commercial practices. The level and detail of such documentation is adequate

to permit maintenance and repair and operation by reasonably skilled technicians.

Warrantee on the equipment is for 1 year from date of delivery and is limited

to repair or replacement of defective components and that no spare parts are
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required to be delivered with the equipment (unless specifically ordered) or

otherwise maintained by the vendor.

The vendor will be responsible for all testing at his facilities to demonstrate
that the required performance specifications have been met but shall not be
responsible for installation at NASA facilities. Post delivery responsibilities
shall include only that:technical liaison necessary to verify proper installation
procedures and to provide brief familiarization to operating and maintenance

personnel.

In general, similar assumptions were made with respect to any specially designed

equipment. The costs shown in Table 2-3 are intended as costs to buy. This means that

the vendor is given a set of specifications and any developed circuit diagrams to which

he designs and fabricates the equipment, and the cost he requires, including a reasonable

profit, is indicated.

.‘\

Considérations in déveloping the special equipment costs were:

Nonrecurring labor (manufacturing design of the first unit including prototype

and test).

Recurring labor (assembly and unit test for each additional unit).

Par:ts cost for prototype (includes 15 percent fér G&A),

Parts costs for each additional unit (includes G&A plus 5 percent for shrinkage).
Analeg circuit manufacturing labor oyerhead, 150 percent. |

Digital circuit manufacturing labor overhead, 100 percent.

Profit on total labor, overhead, G&A and shrinkage, 10 percent,

Off-the-shelf hardware costs are the manufacturer's current list prices, less discounts

for quantity purchases,

~ A special breakdown for AGIPA channel hardware costs was made., Therrfirst

~channel cost (prototype) is estimated at §159, 9K, and the next channel cost is $30, 9K,
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Table 2-4 shows the total cost as a function of the number of channels and the cost per
channel. Twenty-four channels are priced in Table 2~2 for Unit 70, .Using the 24~channel
‘cost from Table 2~4 and adding the cost of the NASCOM switch equals the Table 2-2 value
(8869. 5K + $12K = $881,5K). Table 2-3 shows the Unit 70 costs in terms of special and
OSH hardware. The prototype cost is included in the cost of Subunit 73.

2.4 DHMS SOFTWARE REQUIREMENTS AND COST

The baseline DHMS equipment configuration contains 40 computers, Software for
this equipment does not exist. Therefore, a major cost to be expected is that for computer

programming,

An estimate of programmer time has been made. The estimate includes program
design, coding, and test or checkout times. Also a time allotment for a project manager,
technical writer, and keypu}'mh operator was included. The total labor cost estimated is

$1.8M (includes overhead and 8 percent fee).

The pIarined software implementation schedule is 18 months. An average of about

35 people are required during the period.

Three significant assumptions ai‘e made in developing the software costs, First,

it is assumed that a developed and workable AGIPA channel control program will be pro-
vided in an understandable format for maping into the language of the channel computers.
A second assumption is that the hardware will work and that it is described in an under-"
standable text. The third major assumption is that only a minimal program documenta-~
tion effort will be required (i.. €., extensive report specifications will not have to be sup-

plied or met).

A developed AGIPA control program should be available from vendors currently
under NASA contract. However, if the AGIPA design requires a software development
effort, it should be expected to increase the software costs. Furthermore, should debug-
ging of any hardware be required, the software costs will increase and the implementation
schedule will lengtheri. Documentation of the software should be understandable by a tech-

nical manager and a usable reference for programmers. Establishment of the documentation
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Table 2-4. AGIPA Hardware System Costs
(Includes Total Channel to Control System Interface)

First AGIPA Channel Subsystem $159, 900 {Hardware)
Next Channel Subsystem $30, 850

Number of :
Channels Total Cost Cost/Channel
1 $ 159,900 $159,900
2 190,750 95, 375
3 221,600 73, 867
4 252, 450 63,113
5 283, 300 56, 660
6 314, 150 52, 358
7 345, 000 49, 286
8 '375, 850 46,981
9 406, 700 45, 189
10 437, 560 43,755
11 468, 400 42,582
12 499, 250 41,604
13 530, 010 40,777
14 560, 950 ' 40,068
15 591;800 39,453
16 622,650 38,916
17 653, 500 38, 441
18 684, 350 . 38,019
19 715, 200 37,642
20 746, 050 . 37, 303
21 776.900 : 36,995
22 807,750 © 36,716
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Table 2-4, AGIPA Hardware System Costs (Continued)

Number of

Channels Total Cost ~ Cost/Channel
23 $ 838,600 $ 36,461
24 868, 450 36, 227
25 900, 300 36,012
26 - 931, 150 35,813
27 962, 000 35,630
28 992, 850 35, 459
29 1,023, 700 35, 300
30 1, 054, 550 35,152
40 1, 363, 050 34,076

AGIPA switch to NASCOM adds $12K to total, (24 Channels)
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format would be made prior to program development, Only a few, simple specifications
should be required for the software reports. The details of the software requirements

estimate are provided in Table 2-5,
2.5 IMPLEMENTATION COSTS

Hardware and software element costs for the DHMS have been estimated. However,
for the DHMS to work, these elements must be installed in the physical TDRSS GS. The

implementation costs are estimated as percentages of the DHMS hardware cost as follows:

e Installation, Integration and System Test 35 percent
o System Documentation ' 25 percent
e Equipmenti Spares . 10 percent
& Systems Engineering . 10 percent
@ Program Management .10 peréent

These total to 90 percent of the hardware cost, Thus, DHMS implementation costs are
estimated to be $2, 569. 7K (0.9 x $2,855.2K = $2,569. TK), which includes the Imple-

mentor's overhead and profit.

Installation costs are assumed to include the costs for cabinets and interunit
cables that are not otherwise included in the basic hardware prices. Other equipment
costs are for spares which would be used to ma-'mtain the DHMS, The remaining lcosts
are for professional labor, with small allotments for travel and living expenses plus

miscellaneous supplies (i.e., paper, report binders, etc.).
2,6 TOTAL DHMS COST

The total DHMS cost is composed of the hardware, software, and implementation

costs. These total to $7, 224, 9K ($2,855.2K + $1,800,0K + $2,569, TK = §7,224, 9K).
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Table 2-5, TDRS Ground Station DHMS Software Requirements

L INTHRODUCTION TO SOFTWARE REQUIREMENTS OF THE TDRS GROUKND

RTATION 1ol g

Software feghd
fur Computer
Subsystem

Resident
{Waords)y

Toreground/
Backpround
{Wards)

Cammon
Storape
(Wordls)

M=k
Rlarage
(Wards)

Senlor
Analyst
(Min Months)y

PProgrammer
Cenler
[Man Aonths)

Sy stem
Tost
(Man Monlhg)

The funetions performed und the backuy provided by the processers ure explained
L Tomy e

A, Lontrol Sysiein
i, Cmnmand and Conflguration Processar (FDT-11/15)

The funetions of the commund ad configuristion compater are 1o input 1l con-

Ageeativn contral communds, baffer ol oulput all spavecraft commands,

eheck verificition of a1l compimds g mondtar the “manitor processor,” I

a failure in the monitor system is detevter, alert the G5 madntenance personnel,|
?. Moniltor Processor (PDi*-11/15})

Adthe »

on menilon computer, monilers all computers and il required
imlennaticnlty porform all switchover hunctians, {ransler conlisuration status
0 new rompuler suxd outpuls stalus to displays for new compuler configuration,
The monilor computer can be used to biekup the function of the vammand and
conliyueation compitter and alse the LDE/TDRS A& compuater systam,

I LOR/THRS/REN Processor {DP-1L/1in)

The hinction of the LHR/TDRS/NER computer dystam is o control the assim-
went of cach LR AGIPA downlink channel, stare alt required EDI and TNt
plivhack data, vontral the assignment of the TS downlink sampilers, auiput
stord dady npon renuest to NASCOM, Dlock :md formal ald R80T data for trons-
for ta NARCOM,

The LOI/TDRS/MER system onn be userd to backup the command and conflpira-
tion computer, bt only if the test/onckup system and the monitoe system have
Fatledl,

sl Test & Backup Processor (PDRP-11/413)

The test & | kup procuessor s used for system testing, software development,
amd s o hackup for the command sl conflgucation system, the LRR/ATDRS/
HEN system vl the monitar system in that order,

B LR GAGIPAY Camputer Systems (21-DPBP-11203)

Baelh POP-11 05 comprter 18 used as an interface to cach AGIPA chanoel, Enach
compiner poclors the following functions,

1, Frame synehronization of data amd NASCOAL Blocking

2 Contral pointing fadiusts phase and atfenuator vireuits)
N Canirol AGTRA Clements :
i Prrogram PN cade generalor

s Treogram fnpul swiltch

[N Program bit rate

Y. hipul blocked wser dath to NASCOR

goca

Detailed in toms

None

11 and I,

Nane
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Table 2-5, TDRS Ground Station DHMS Software Requirements (Cont'd)

1.

15,

.

4

INTRODUUTION TO SOFTWARE REQUIREMENTS OF THE TDRS GROUND
STATION

software Heg'd

F‘nrcg’rnund; sinmon | Disk

1O (AGTPA) Computer Systems GHE-TNI-11/05) ¢Continued)
s Tk <tus af AGIPA chinel

. A contesl with 1LOR prime computer system,

Faeh LOT user is gssipmed apredelined output NASCOM chamel which is contralled
y the LIMTATHRS/RER provessor, -

TS Ceinputer System (PDP-1159m

Twe THIRS computer systems yre revommender, one s prime and one s buckup,
The fmetions perlarmed by cach system are:

1. Frome synehrenization of TRRS duta

2, Blocking and outpmiting of THRR data for stor:
Ao Provcess ol larmag TODHE (efemetry data far
b Provess all orcder wive dlidn

S, Proeess THHN telumelvy date ind outpot in RASCOM blocks 1o the TDRS OCC,
MNP Compuler Systems (-PDRP=11715)

The MDR downtfak computer

stem provides Ine the storage of up 1o 2 hours of
U-Mps it on four dilferent dewnlink channels.

oh of the five computers ean bu s
NASCOM,

sipmed o real-lime direcleoutpul channel to
Ay one time, enly fouy 1-31hps data sireams can he slared,

Pravhiock af stargd dati e be done on any chamel which is nol in use with roal=
Lhmge e ralions,

AL A BN neoming data Pran e Irmne synehrand zers arve hlocked, the header
informalion added and cither onlpat 1o NASCOM or slored onte (he disk svstem {or
plaghinek oo later time, For thw real-time
e X

aan assumption is mae in that
€2l conunenication liak wilt be sufficiently fast, that data bejng processed
will be taken ofT the buffer as fast ar Faster than that data being pat into the bufler,

Senior Prograommor
for Computer Resident Background | Storage | Slorge Anulyst Cruler Tiaed
(2 of 23 Suhsystom (Werde) [Werids) (Words) | (Words) {Man Months) | {Man ATopths) | (Aan Aonths;
i o
16,000 None None None G 3 3
e Lransmission to NASCOM '
mlay vin the ventrol sysicm

-8, 600 Nang Nane 40GM 12 4 [




=
s

ol

aond

q s
gL 40 AL

Table 2-5. TDRS Ground Station DHMS Software Requirements {(Cont'd)

vor

.

Al

1. WASCOM DATA LINKS

Softwire Reg'd

Fareground/] Comman | Disk

seheduied by the LDRATDRS/NEN computer subsystem in a cyclic manner),

Sanlor Programmer System
for Computer Resident | Background | Storage | Storage Anatyst Cixlor Test
Subsystem {Wards) (Wordsy (Words) | (Words) | (Man ponths) | (Rlae Monthe) | (Man Months)
Two fti-khps High Speetd Modems ; Command and 3000 To00 14 i i
Configuration
. Compuler
i. Command dute messppes for LDR, MDR, Shuttle and TDRS B
"2, Command verification acknowledgment hack to users - -
3, Configuration control commands (Real-time /Stored Schuduley
1, Operator messapes and message acknowledge cheeks.
Composite Status of Graunid Station Command and 14000 1000
) Configaration
Culleel the current station status, users buing scrvieed, system status and the C:m L‘:Ilm_ti
TURY telemetry data,  Pockage Whis infermation into a NASCOM lormat with pule
proper header information and sand to THRE OCC via NASCORM,
Threo Hange and tanpe Rate Dala Links LURATORS/ R&R 2000 2000
Computer
1. MDR 2,4 khps, simplex link (10 samples/second with cach sample having U]
244 bits). *
2. LDIUZ,0 Khps, simplex link (1 sample/second for cach of 20 users) (Pach 1000
sample having 100 hits),
2. MDR 1.2 kbps simplex link (1 sample/seeond for cach of 4 users) {(Each 1000
sumple having 240 hits). -
» LNIAT IS : 4 and, aceepts L ked us i o
The LDRATIHIS/RER computer, wpon comm‘nm ' aeeepls LDR hlocked user dida LOR/TDRS/REN 500 2500 L50M
for storage that cun be plaved Tack Taler to GSFC upon command,  (Storage Computen
capavity for 20 users at 11 kbps each for 2 hours), r
TS spaeceralt telemetry dato link for playbaek to TDHE OCC in NASCOM LI/ TR/ AR 500 5040 S
blacks
T spageeraft tolemetry data link for realstime transmizsion in NASCOM blocks TDRS Computer 2R00 2000
to TDHHS GCC.
MR '.lcll.'mmry kata links [or reaktime and pluyback on any ant of clght slmplex MDR Computer G000 21080 | Complete
licks (I mdps links) Digk
System
LDR real time playback of data from each of 26 users (total of 24 channels Deing LDR AGIPA 2000
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Table 2-5, TDRS Ground Station DHMS Software Requirements (Cont'd)

. CORT HQ!. SYRTEM

A, §paceeralt Commanring Subsystem

1.

Caommand Data Buffer. Router and Verification Processor

Cammand Input Processor

X
h.
o
.

Real time eormmands {rom LB, MDR, and TDRS usars

Schedyled epmmands from LDR, MDR, apd TDRS users

Manually generated cemmanids from keyboard consule

Group command-sets stored in station (200 command groups for each
user. with each group containing an average of 4 command sots)
assuming 20 L.DR users, 4 MDR uscers. aml 3 TORS spaeceraft

Editor Program for Group Command System

Editer Program for Donfiguration Control Schedule

B. Configuration Contrel Subsystem

1.

Configurntion Contral Executive

Execute real time or predefined schedule configuratian eantrol
communds,  (Update configuration status)

Executenutamitic configuration conlrol clupges due 1o system [nileee
checks

Monitor status of all 240 {approximately) gronnd station equipments,
The tnllowing sintus to be kept on each wnit.

(1 Phether unit is GO or RO-GO

2y Whether unit is degraded or usable

() Whether unit is presenlly assigned te a link and which link

{4 Number of points heing monitorod for each unit

(6} Criteria to he used in evaluating whether a unit is failed or usahle

Controi comfipuralion status of ench BF and matrix switch

- Controt confignration status of ench pquipment tink {chuin

i1y Command and command verification links,
€2} Telemetry links for LDR, MDR, SHUTTLE, TDRS and O, W,
{3y Range and range rate dota links

Simulator eontral chock of each link before assignment to user

After any configuration change, actomatieally update canfipuration status

Softwnre Negt Faregroundq Common sk Senior Pragrammer I Bysloem
for Comptler Resldent | packground | Storage | Storapge Analyst Creler Test
(1 of &) Subsystem {Wordls) {(Wards} (Worrds) [ {Words) || (Man Months) | (Man Menthsy | (AMan Months)
Command and
vonfiguration
computer
2000 1500 4000 1 4 d
700 700 5 2 i
300 4000 5300 5 2 1
5010 2000 2500 12 3 K|
12 3 14}
2000 2000 1 H
2000 2400 1 - b
200 1000 1200 13 G 4
&0 2000 2860 4 2 1
3040 3000 12 4 2
800 1500 15600 -1 z H
1440 1600 1100 2
100 1000 1100 12 4 2
500 2000 2500 & 4 4
200 1000 300 1 1 1
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Table 2-5. TDRS Ground Station DHMS Software Requirements (Cont'd)

1.

.

CONTROL SYSTEM

| ) ) (2 of 5)

Solftware Ring'd
for Computer
Subsystem

Resident
(Werds)

Foreground
Rackground
[(Wrds)y

Common
Storape
{Worids)

sk
Storage
{Words)

Senjor
Annlyst
(Man Muonths)

Programmaer
Cmler
{Man Monthe)

Syetom
Test
{8l Manths)

Configuration Control Subsystem (Continued)

2. Parameter Input Formats Roquired Lo Perform Configuration Contral
Change=

3.  Event Printer Qutputs

a. Configuration changes

h,  Failure of any piece of eqguipment

¢. Neplacement of any faited enuipment
4. Commund verification failures

e. Messnges

f.  Milestone information

4,  Stmulataer Control

Commanding of simulator system for special data patterns so that a
downtink channel ¢an be pretested hefore commitling it to use

5. Diaplay Console Alert Program

a. Indications of alt command verification failures
h. Uplink or downlink channe! fuilures displays

G, Digplay Censole Command Input Program

2. Real time group communding

h, Mecyeling of a Miled sequence

¢. Prosessing of control override pushbutions
d. Cleaning of CRT poge displays

Memnitoring ~f the " Monitor System'”

Monitor System
1. Display and Monitor Consnles

The display and monitor console will he made up of o GO/NOGO status light
section, a CRT displuy seetion, a command control panel and a keyboard
input section. Three identical conseles are being proposed for redundancy
and ta service a ground controller, system controtler. and an eperation
director. The foltowing discussion indicates the proposed functions of each
sectian:

Command amd
configuration
computer

Log
100

100

206

208

100

100

L0000
3000

1000

1000

3000

1nan

1080

4100
R000)

4000

1200

200

1190

1100

i

w

=

53

s
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Tab].e 2 "'5.

TDRS Ground Station DHMS Software Requirements (Cont'd)

Software Rey'd Foreground/| Common IHsk Sentor Pengrammer
HI, CONTROL SYSTEM fur Computer Resldent Backpround | Btorage | Storage Analyst Covler Teest
(3 of 5) Subsystem {Words)y Words) (Words) | {Wordsy [f (Man Months) | {Man Monthg) {3000 Maonths)
1. Monitar System {Continued}
a. GO/NO-N0 status seetion Manitor 1000 2000 10 4 1
This pane! will cisplay such things as: Computer
t1) Command und command verification status of each cammand line 200 400 1060
{2y Nownlink status of cach of the 28 LORK users and whether they are 200 400 e
in lock with TIERS No. 1, No, 2, or bolh 50 150
1 Downlink status of each MR uzer an channels 1, 2, 3, or 4 for 100
ench TIXRS
(1 THRS telemetry status for all three TRRYSS 1490 3000 50 2100
i5) Configuration f minicomputer command and configuratinn cantro! 100 500 a0 700
compualer
() Configaration of minicamputer monitor svstem 30 500 50 GO0
1 Confignration of minjcompuier LORATTIS/R&R system 50 500 50 I
{4) Confhanration of minicomnputer tost anid hackup system 50 L00 G0 GO0
N Comliguradion of minicomputer THIRS system Lo 500 5U G600
(1 Confijuration of minicomputer LOR aystem 50 360 a0 oo
(11 Confiyruration of minicomputer MDA svstemn oo s104) 50 GO0
(121 Confizuration of minicompuler RASCOM data links a0 500 o Gon
(1 Configuration of minicomputer alt other uplink 2nd downlink 50 500 50 [}
sysloms
(1 Time dispiay 100 100
h. CIUT Syslem Monitor 200) ap00 ] 4 1
The CRET Lem being proposcd will contain three conlvollors Camputeyr
and thyee cens, one for ench consele, A hard eopy of any N
CHF prige o be meele, Bach consale wit] have o (humbwhee)
control to allow the apemtor o scetion af up lo 32 different
CIT pages, The Jullowing would he typieal types of page
- displuys;
(1) Display of command and commund verification status showing 50 3000 3100 1
command fuilures and noneomparing hits 3 H
(2) L.DI dawnlink disnlay page ] 3000 2100 H M :
(3 MDR downlink display page 50 3000 3114 1 ) ]
(4} TINWY cownbink display page 50 3000 3100 1 4 .
(5} Hange and range rate data display page L] 3000 31060 ] 1 }
(6} NASCOM data Yinks in operation display page ] 4000 a10n 1 1 - }
{7y Manual communid and eommand group display page 50 3000 J108 1 H :
{R) “Eepipment status display page 50 1000 2100 1 i L
{9 Configuration display page 1) 3000 3100 1 H )
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Table 2-5. TDRS Ground Station DHMS Software Requirements (Cont'd)

I . Softwa re Reg'd Forgpround/| Commeaon Bisk Sentar Programmer
7. CONTROL SYSTEM {for Computer Resldent | Buckpground | Storage | Storage Analyst Ciwler
¢+ of 51 Subsystem {Wards) fWaords) (Words) | {(Wards) || {Man Manths) ] (Man AMonthsy | {Man Months)y
I3, Aionilor System (Continuedy
{3 Schedule call-up display page 50 q300 34510 t 1 i
(11) Event page of configuration changes, cquipment fallures, equipment 50 3000 30460
haek in vperation, messages from central, ete. 1 H i
(12) Changeahle Input pages for predefined status and menitor items 500 4000 4500 H 1 3
c. Hnrd Capy Outputs 500 500 7 [ q
Tard cony outputs of the fellowing wouald he typieal of the type required
in the TDRS ground station
1) Hard cupy of any CRT page 300 300
{21 Rysiom configuration status 100 3000 3100
{1 Diagnostic system prinlouts 100 4000 4100
(41 Sehedule information 100 001 B0
{5) Group cemmuand outpats 190 300G 7000
i, Keyboard Control 1000 4000 {000 10 A 2
Three keyboantls will be provided, one at cach console,  [ach keyhboael
would be userl to tnput canfigruration changes, manual eommands, group
cornmands, dingnostic system checks, simulater inputs, ete,
2, Equipment Rlates 100 3008 3140 2 1 1
Pasg hack to prime system equipment status changes, such as equipment
Iaflures, equipments back on line and degraded status of equipmoents, This
infor matian woulrl then be usel by the prime control compuler to update the
station configuration accordingly.
3. Moniter Computer Caonirol of Minicomputer Switchovers 200 1300 2100 ' K] 1
As the system monitor minicompuler, monilor @] minicomputers and if
required antematically perform all switchover functions, Lransfer
confipuration status to new computer and output statys to displays of new
minicemputer confliguration, The monitor compater can be used 0 back up
the Tunetions af the eommand and eonfiguration computer. onty if the test
hackup system has fuiled.
F. Simulator Software System Configuration, 100 4000 4100 K ] 2
Simulator system will allow for graund laop checks of all downlink type data Control
formats. The simulatur system will be commandahle via the configuration
+ central cemputer and any type of data patterns for link cheskouts will he
commantable.




d00d ST THVL TVNIDTHO
HHL JO ALI'TIFINNA0YdHY

4 g4

Table 2-5, TDRS Ground Station DHMS Software Requirements (Cont'd)

Software Req'd Foreground/ | Cummon sk Sentar Programmer System
i, CONTROL SYSTEM for Computer Lesident | Backpground | Storage | Storepe Analyst Coler Tost
(5 of 51 Subsystern {Words)y fWiords) {Words) | (Words) || (Man Months) | (Man Flanths) { (Mar Months)
F.  Utility Software 1600 48040 49600 4 3 4
Utitity soltware programs will be required to help in system chezkout, Type ’
of programs to be developed are:
1. Diagnostie Programs for Each System
2.  Raw Printouts of Both Types of Duta Expected
3, Upliak and Downlink Command Printouts
4. Ete.
G, Real Time Svstem Programming Support
Assumption being made that tutal implementation of syaterm to take 18 months,
The [ollowing s the additional support [or the eperating systoms required,
- .
1. Real Time Executive Development 2 people for duration a8
(Senior System Analvsy)
2. Roftwiie Maintenance and System Generation 2 people for duration 1R 1R
{Senior Programiner and Programmer Analyst)
3, Communication Handlers 1 person for duration 1R
© (Hardware/Software Engineer)
4.  Peripherils 1 person for duration 148
(ITardware ‘Software Engincer)
5. Systom Testing 2 people for duration 18 1R
1.  Documentation
1 Technical Wyeiter with Software/Hardware Background
.1 Technical Writer
' 2 people for duration 1R 18
I, MManager 1 manager for duration 1R
1. Kevpunch Operator 1 person for duration 1R




2.7 COSTING DELTA

The LDR return link DHMS clements are the AGIPA channels, They are designed
to operate with eight signal streams from either active TDRS or a test input and with
four discrete data rates within an overall range of 0,5 to 10 kbps., A cﬁrsory costing
estimate has been made for a different AGIPA concept. The cost difference (delta

change) for this revised concept is discussed.

Modified AGIPA channels are to receive signal streams from 30 sources
eminating from the active satellites or the test system. Furthermore, they are

designed to handle data rates within a range of 0.5 to 32 kbps,

There are two significant DHMS cost impacts. The first is for each AGIPA
channel signal processor, and a cost increase of $11, 9K is estimated. Secondly,
it is felt that the L.DR data recording capability must be removed from the control
system. A separate PDP 11/45 computer system would be used to concentrate the
 AGIPA channel data outputs for the 2-hour maximum rate recording capability.
This computer system with AGIPA channel intercomputer communications is

estimated to cost $66K.

The LDR disk controller and two drives from the control system (Unibus
systems 3 and 4) would be used, and one additional $17. 9K drive would he added t—o-
provide a recording capability of 4.8 Gb (4.8 x _109 bits). Although a 2-hour recording
at the maximum LDR data rate, 704 kbps [704 kbps = 20 x (32 kbps + 3. 2 kbps)]
including 10 percent overhead on the data for time and status tagging, would require
5.1 Gb, the cost for t}‘1e small capacity above 4.8 Gb would not be warranted (an

additional disk drive at $17. 9K).

The modified AGIPA channel concept is estimated to require a delta hardware
cost increase of $369. 5K (24 x $11.9K + $66K + $17.9K = $369.5K). The previous
software cost should not be affected. Considering the implementation cost (90 percent
of the hardware cost), the total modified AGIPA concept delta cost is estimated at

3702, 1K [(1 + 0. 9) x $369. 5K = §702. 1K].
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The first modified AGIPA channel is estimated te cost $178, 900, and the next
channel cost is $42, 450.' The major increase over those costs shown in Table 2-4
results from the additional 22 variable phase circuits and attenuators used to maximize
the signal to interference ratio and circuitry associated with these devices. The var-

iable bit rate handling capability adds only $700 to the channel cost.

It is assumed that the PDP 11/05 has adequate capacity to process measurement
data from the 30 input signal streams. The Viterbi decoder in each AGIPA channel
c¢an handle up to 100-kbps data rates.

Note that the S-band input signals must be down converted to an IF around
100 MHz before being processed in the AGIPA circuits. If the signal interference is
not too great at the S-band frequencies the variable attenuators may not be needed
for the modified L.LDR downlink system. In this case, the first modified AGIPA
channel costs $174, 700, and the next channel price is estimated at $38, 250,

Under the assumption that the variable attenuators are not required, the costing
delta for the modified AGIPA concept is $268. TK (24 x $7. 7K + $66K + $17.9K =
$268.7K). Adding the implementation percentage increases the estimated delta cost

to $510.5K [{(1 + 0.9) x $268.7K = $510.5K].



SECTION 3 - NASCOM INTERFACE SYSTEM

3.1 GENERAL

The NASCOM interface system (Unit 10} is briefly covered in this section.
There are eight types of links composed of 46 separate channels that are configured

between the DHMS and Unit 10 (see Figure 2-1 and Table 2-3).
3.2 RANGE AND RANGE RATE LINKS

Three separate range and range rate (R&f{) channels originate in the DHMS.

They are assumed to be simplex channels that terminate at the GSFC,

A high sample rate [10 samples per second (sps)) R&R channel is provided for
- MDR users. Data for one of four possible users are put onto the channel at any given
time. The particular users' data are selectable via the control system {(Unit 20) as

directed by the stored schedule or real-time TDRS OCC commands,

Each sample is assumed to require 240 hits, heing similar in format to the
R&R samples provided by the Manned Space Flight Network's (MSFN's) Tracking Data
Processor. Therefore, the channel rate is approximately 2. 4 kbps (10 x 240 bits per

sps = 2,4 kbps).

The data are formatted into messages in the control system. After a message
is formed, a ''data ready” signal would be enabled for Unit 10. Unit 10 would then
transfer the messages from the Unit 20 interface at rates greater than 2.4 kbps to a

maximum of 500 kbps. A NASCOM clock is réquired to effect the data exchange.

In general, data transfers from the DHMS are handled similarly. For each
active channel the DHMS would supply a ''line in use'" signal to the interface and
receive a "line active" signal that would indicate the interface was operating properly.
A polynomial code is assumed to be applied in Unit 10 that would be monitored at the
GSFC, Excessive NASCOM~detected errors would be used to inform the control
system of a communication failure. However, provisions for repeat R&R n'n'essages

have not heen incorporated into the DHMS,

3-1



The second R&R output is a composite channel, It conveys 20 LDR users' R&R
information, allowing 120 bits per user, Time and R&R data are encoded at a rate of
1 sps, Therefore, a second 2,4-kbps (20 x 120 bits per sps = 2.4 kbps) channei is re-
quired, In this case the control system time division multiplexes (TDMs) the LDR
users' data into the composite NASCOM messages, where user No, 1 is assigned the

first 120 message bits, user No, 2 the second 120 bit slot, etc,

A third R&R channel is supplied for all MDR users, The channel is composed
of 1 spé for each of four possible sinmultaneous users, where each sample is assumed
to be 240 bits, Only 1,2 kbps (4 x 240 bits per sps = 0, 96 kbps) are necessary that in-
clude about 200 bits per second for user data identification, One MDR user's data are
duplicated because they can be on the high rate channel (10 sps) and the composite

channel (1 sps) sirﬁultaneously.,

-

Note that provision has not been assumed for the TDRS's R&R data, This could
be done, and the data TDMed with the composite MDR users' data, bringing the channel
rate up to 2, 4 kbps. Thus each of the three R&R channels would require the same

NASCOM communication capacity,

The sizing (capacity) for the three R&R channels is approximate and is subject to
change as a detailed TDRSS design evolves, However, the capacity outline is con-

sidered adequate to handle the expected R&R data loading,
3.3 COMPOSITE STATUS LINKS

One prime and one backup composite status channel originate within the DHMS
control system, The status messages include bits for 20 LDR and 4 MDR uéers, and
the three TDRS's ground systems, Each channel is redundant, simplex, and assumed

to be simultaneously transmitied with the other channel on diversely routed paths,

About 200 bps are available for each of the 24 users, The channel rate is 4,8 kbps
(24 x 200 bps per user = 4, 8 kbps). The status bits are used to indicate GS equipment PN
code lock with the user spacecraft, ground-link command verification, GSFC-to~GS

command message verification, message numbers accepted and rejected, ete,



One or two messages per second could be communicated, providing 200 or 100
bits per user, respectively, Dernultiplexing of the composite status data at the users?
MCCs provides all basic information believed necessary about the TDRSS handling
of the forward link data., Actual return link spacecraft data are required by the
MCCs, also, for mission operation. Ground station problems or communication
outages would be indicated in the status data in the cases where the real-time

spacecraft data were not being received.

Therefore, only a minimum of voice communication with the TDRS OCC
personnel should be required by the MCC operators. Furthermore, the TDRS OCC
would have the composite user and GS status available as a backup to any particalar

MCC.

Data transfer from the control system occurs at a rate greater than 4, 8 kbps
but less than 500 kbps. The NASCOM interface system would operate as described
for the R&R data channels. o

3.4 LDR PLAYBACK LINK

The LDR contingent disk recording equipment is currently located in the
confrol system. One channel is provided to transfer data from Unit 20 to the
NASCOM interface system. Only one of the possible 20 users' data would be put

into the channel at a given time (i.e., LDR data TDMing is not performed).

A particular time duration of recorded data for a user is selected by the control
system, or all recorded data for a LDR user can be played from the disk recordings.

The particular option is commanded by the TDRS OCC, not by the LDR MCC.

Because the LDR user data can be played back slower or faster than they were
recorded, NASCOM is free to select the channel transfer rate up to 500 kbps;
however, the channel rate (average playback rate) would be established by NASCOM
and the command system load at the particular time. This means if concurrent

recording of data is heing accomplished, a channel rate up to 200 kbps could'be



‘supported for one user. Two users requesting data at the same time would reduce
the outgoing rate below 100 kbps per user because of the overhead handling inmvolved,
Additional output requests would reduce the rate more. Also each user's data would

be in a time contiguous segment requiring NASCOM line switching between segments.

Higher channel rates, up to about the 500-kbps transfer rate, could be
supported if LDR data recording were not in progress. As before, however, the
channel rate per user would be reduced as the number of users' playback data

segments, per unit time, increases.
3.5 COMMAND AND COMMAND VERIFICATION LINKS

The command links are assumed to be dual and diversely routed from GSFC to
the GS and to operate at a 56-kbps channel rate. They go between the NASCOM
UNIVAC 484 message switch and the control system,

All user, TDRS, and TDRS-GS forward data come into the DHMS through the
command NASCOM interface. Any message with a NASCOM-detected error is
dropped. This means that the control system will not forward a command or change

the GS configuration as a result of the particular message contents.

A "message in error"” indication is formatted, however, and returned to the
sender via the‘ status links. It contains the received message identification number
(if decipherable) and other information so that the user can know to retransmit the

message,

Messages are not duplicated on the two incoming command channels, and each
message is handled appropriatelj by the control system. Accepted messages
are acknowledged by Unit 20 on the outgoing status channels from the GS to the senders,
However, the acknowledgment of proper receipt or "message in error'’ is duplicated
on both of the dutgoing channels, This means that one incoming and one GS~to~
GSFC channel could be down without affecting GS operations, assuming that all in-

coming data messages were received over the viable channel.




Modifications to the control system operation are expected as more hecomes
known ahout Unit 10, Unless significant changes are required, the Unit 20 and soft-

ware costs would not be expected to change significantly,
3.6 LDR REAL-TIME LINKS

There are 20 separate and distinct DR real-time user channels input from
Unit 70 into the NASCOM interface system., A minimum transfer rate of 0.5 kbps to
a maximum 10 kbps plus overhead is required for each channel, (Ten percent over-

head has been assumed for study purposes. )

Similar to the previous transfer rate discussion, NASCOM must supply the
data transfer clock to the DHMS, The minimum transfer rate is greater than the

LDR user plus overhead data rate, and it is limited to less than 500 kbps.

Scheduled use of théi channels is assumed, and handover from one TDRS to the
other for support of a givgn user does not change the user channel at Unit 10,
Although a different AGIPA LDR channel is in use after handover, the control sys-
tem maintains the user's data on the scheduled NASCOM channel by control of the

LDR user NASCOM éwitch in Unit 70,

3.7 TDRS REAL-TIME LINKS

One discrete channel for each TDRS  housekeeping data is supplied by the
DHMS to Unit 10, It is backed up. Therefore, six channels are provided, three of

which duplicate the remaining channels,

A message formatted in Unit 80 can be transferred to the interface at a maxi-
mum rate of 500 kbps. The channel rate is undefined, but it is expected to be less
than 10 kbps, The orderwire event bits are included in the TDRS data messages from

the on-station satellites,



3.8 MDR USER LINKS

There are eight MDR user data channels that input to the NASCOM interface
system. Each is independent of the rest, except they all go through the MDR user
NASCOM switch located in Unit 90.

Real-time and recorded MDR users' data are communicated in the channels,
and transfer rates greater than the user real-time data rates plus overhead can be
handled up to a rate of 1 Mbps. All channelg are scheduled by the control system

actifrity. The channels are simplex.

Recorded data can be selected by time interval for replay via Unit 20 control
- similar to the playback considerations for the LDR users' recorded data, Note
that data recordings are only to back up NASCOM link outages and to solve the
NASCOM overflow problem when several high-rate telemetry dumps are received
* from the MDR users' spacecraft. A store~and-forward GS concept is not implemented,

and most users' data would be formatted in real-time for transfer to the users,

Line control is similar for all digital channels. Specific details can be
worked out during a detailed design of the DHMS. In general, significant cost changes

are not expected.
3.9 SHUTTLE VOICE LINKS

Two incoming shuttle voice links, 4-kHz nominal bandwidth, are assumed for
Unit 10, each backed up and connected to Subunit 33, the shuttle forward command
and verification buffers. Duplex channels are assumed, on which return voice wounld

be input to Unit 10 from the MDR/shuttle downlink system (Unit 30).

Forward voices No, 1 and No, 2 are duplicated to Unit 30, and return voices
No. 1 and No, 2 are duplicated from Unit 90, Thus, specific provision for a verifi-
cation of the forward voice back to the speaker has not been assumed in Unit 10, The

forward voice could be verified by GS personnel, however, if it were played to them,
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Torward line control detects if voice is present on channels No, 1 and No, 2 to
Subunit 33. If so, A or B Subunit 33 is used. If not, the subunit to which voice channels

are being received is used in the forward link,

Return link voice is duplicated from Subunit 92A or B to Unit 10. Therefore,
NASCOM is free to select either two of the.No, 1 or No. 2 return Voiée channels for

relay to the shuitle MCC.
3.10 UNIT 10 SUMMARY

The assumptions made in designing the NASCOM interface system for each
type of forward or return link were stated. It is expected that specific DHMS and
interface designs will be required that will change some of the described concepts.
However, the cost impact on the DHMS should not be significant. A specific cost
for Unit 10 is not provided because the DHMS-to-Unit 10 costs are included in the
 particular DHMS interfacing units.
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SECTION 4 - CONTROL SYSTEM

4.1 GENERAL

This section summarizes the work that has been done in designing tﬁe DHMS so that
it operates as automatically as possible, with little or no intervention by maintenance
personnel. The use of technicians/operators is limited to maintaining equipment that has
failed and contingent monitoring of the TDRS and station configuration status, or activating

and operating the forward link stored user command subsystem,

The GS is segmented into units, with each unit performing specific functions. The
GS control system is Unit 20, It is divided into four major subsystems, with each sub-
system made up of a PDP 11/45 computer and a set of peripherals. The four subsystems

are:

¢ Command and configufation control subsystem

e Monifor subsystem

e LDR/TDRS/R&R subsystem

¢ Test/Backup subsystem.
The following paragraphs describe the DHMS control system,
4.2 CONTROL CONFIGURATION

The control computers are configured into a multiprocessor iype of arrangement
where any two of the four computers can perform all required real-time operations.
Also, in a degraded mode one computer can perform all command and command verifica~
tion functions, as well as configuration control of the MDR and LDR (AGIPA) channel
assignments. There are four sets of peripherals with each set having one complete back-
up. Figure 4-1 shows a layout of the control configuration and how each peripheral set

is switched,
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To make the discussion that follows simpler, each subsystem will be referenced

Cl1 Command and Configuration Processor
C2 Monitor Processor
€3 LDR/TDRS/R&R Processor
€4 Test and Backup Processor
P1 Peripheral Unibus System 1
. P2 Peripheral Unibus System 2
P3 LDR Peripheral Unibus System 3
P4 LDR Peripheral Unibus System 4
P5 Communication Peripheral Unibus System 5
P6 Communication Peripheral Unibus System 6
P7 Monitor Periphera\'l Unibus System 7
P8 Monitor Peripherﬁl Unibus System 8.

Each processor has a total of 28K 16-bit words of core memory, 2 real-time clock,
a communications arithmetic unit for rapid calculation of longitudinal redundancy checks,
é DEC writer and a bootstrap loader. Each of the four processors has general-purpose
intercomputer communication channels between each other. These interfaces permit

bidirectional 16-bit parallel transfers of data from computer to computer.
i 4 3 COMPUTER PERIPHERAL INTERFACES

The peripheral Unibus systems shown in Figure 4-1 are controlled by the processors
under the following formulas. The C1 subsystem is normally configured to operate with
peripheral systems Pl and P5. In case of a peripheral failure, P2 is used to back up P1
and P6 is used to back up P5.

The C2 subsystem is configured in normal operations with peripheral system P7,
In case of a P7 failure, P8 can be switched in. In this modified configuration only one

console and CRT keyboard unit would be available to support the GS.



If C2 is used to back up C1 {only if C4 is not available), peripheral systems P2 and
P5 would be connected to C2. When C2 is used to back up C3 (only if C4 is not available

and C1 is working), P3 is connected to C2.

The C3 subsystem is configured in normal operation with peripheral P3. If a periph-
eral failure occurs on P3, it is backed up \;vith P4. Peripheral systems Pl, P5 and P3
~would be connected to C3 when C3 is used to back up C1 (this would be allowed only if pro-
cessors C2 and C4 were not available), In this configuration all of the functions performed
by fhe command and configuration processor wounld be continued, and the control of each

LDR channel would still be provided,

The C4 processor has the capability of being connected in normal operation to periph-
eral systems P2, P4, P6, and P8, and in a backup mode to peripheral P1. When C4 is
used to back up C1, peripheral systems P2 and PG would be connected to C4. If C4.is
used to back up C3, peripheral P4 would be connected. And when C4 is used to back up
-02, periphex;al‘ P35 is connected to C4. |

Table 4-1 summarizes the control system normal and backup processor switching
" capabilities and which peripheral systems are available to the processors. The required

peripheral Unibus systems for each processor are also shown,

Table 4-1, Computer Peripheral Requirements

Computer Peripherals Required

In Bach Subsystem |pr | ez | s | Ps | P5 | Ps |P7 | P
C1 (P1 or P2) and (P5 or P6) ® | B ®) | B

C2 (P7 or P8) ‘B | B B @ B
C3 (P3 or P4) B | @ B B |B |B

C4 Used only as backup

Qr_ offline system B @ @ ® , @

Prime -

it

®

ws]
I

Backup -



4,4 PROCESSOR BACKUP CAPABILITIES

In the preceding discussion it was shown how each peripheral Unibus system would
be switched to another computer in case of a peripheral failure. The following paragraphs

describe how each computer is backed up in case of computer failure.

The C1 processor is backed up threefold because its functions could be performed
by C4, C2, or C3, in that order. If C1 failed, then C4 would be switched in after the test
system operator was notified and bumped. DIIMS capability would not be lost in this situa-
tion. If C4 was also down, C2 would be reconfigured to take over the C1 functions. Now
the system monitor functions would be lost, together with the CRT and display console

operations. The station would still perform all other required functions.

If C2 was also down, C3 would be reconfigured to take over the C1 functions and an
additional degradation would oceur beecause all the functions normally performed by the
C3 system would be terminated, except for the functions of controlling the AGIPA com-

puter channels.

The C2 processor is backed up by the C4 subsystem. If C4 is not available, the
system monitor functions would be aborted except for the CRT keyboard function, which

would be performed by the C3 subsystem.

The C3 subsystem is backed up twofold because its functions could be performed by

C4 or C2, in that order. No DHMS capability would be lost if the C4 subsystem were used.

If the C4 subsystem was also down, C2 would be reconfigured to take over the func-
tions of C3; in this_éituation, the system monitor functions would be aborted. The CRT

system normally operated by the monitor processor would be operated by C2.
4,5 COMMAND AND CONFIGURATION PROCESSOR FUNCTIONS

The main functions performed by the command and configuration control pro-

cessor (Cl) are to input all command and configuration messages, buffer all commands
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. 1 .
for output, output all commands sequentially as they are received, make a command
verification on each command output, and monitor the monitor's computer system. In

a degraded mode C1 takes over the function of controlling the AGIPA channels,

A software flowchart, Figure 4-2, shows the mazin functions that would be program-

med into the command and configuration control subsystem.
4.6 MONITOR PROCESSOR FUNCTIONS

The meonitor subsystem (C2) is designed to allow the monitoring of all computer sys-
tems, If a failure in any system is detected, the monitor processor automatically per-
forms the required switchovers, transfers configuration status to a new computer, out-

puts the status to operator consoles, and alerts the maintainence personnel of the problem,

The monitor computer drives the console CRT system with up to 32 different page
displays that can provide a hardecopy output of any page. Certain portions of the GO/NO-

GO status pane'l would be driven by the monitor processor.

All the ground station equipment monitoring points are processed by the monitor sys-
tem through peripheral systems P7 or P8, Up to 256 analog and 256 digital points can be

addressed and monitored. Each digital input can accept 8 bilevel values.

This system can be used to back up the command and confipuration computer or the
LDR/TDRS/R&R processor, The software flowchart, Figure 4-3, shows the main

functions that would be programmed into the monitor software system,
4.7 LDR/TDRS/R&R PROCESSOR FUNCTIONS

The LDR/TDRS/R&R processor {C3) is configured to support the requirements of
the LDR, TDRS and range and range rate subsystéms. It can also back up the command

and configui‘ation computer, but only if C4 and C2 are not available, When used as a

1, S )
I‘wo‘pr10r1t1es for LDR user commands are allowed. An A prioritv command would
be put at the head of the LDR command queue, and thus put on the forward link at the
earliest opportunity, All B priority commands are handled in a first in first out (FIFO)
queue.
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backup to the command and configuration computer the task of LDR channel assignment is

transferred to the command and configuration subsystem.

The main C3 functions are to control the assignment of each LDR downlink channel,
provide for storage of up to 2 hours of LDR and possibly TDRs data for later playback,
and control the a.s.signment of the backup TDRS and orderwire downlink system, Unit 80,
All R&R data are processed through this subsystem and output to NASCOM on three

simplex channels as described in Section 3.

Figure 4-4 shows the LDR/TDRS/R&R computer software system. TFigure 4-5
details the logic used in initial acquisition of data for the LDR channels and how these
channels are switched. Table 4-2 indicates the type of data that would be saved to accom-

plish the L.DR channel assignments.
4.8 TEST AND BACKUP PROCESSOR FUNCTIONS

The test and backup subsystem (C4) is used as a softwarc development and
backup subsystem. As a backup subsystem it can take over the functions of the com-
mand and configuration subsystem, the LDR/TDRS/R&R subsystem, and the monitor

subsystem,

All software development and the subsystem checkonts can be handled with the test
and backup processor. System software generations, updates, assembles, edits, and
offline processing are performed, as well as special hardware/software diagnostic rou-

tines, Because an additional 16K words of core memory are provided for C4 (44K total
éompared fo 28K for C1, C2, and C3), the main operating system can be loaded and

special diagnostic software can concurrently reside in core,
4,9 SYSTEM SUMMARY

The DHMS cbntrol system provides the capability to automate the GS, TFuther-
. more, the computer-controlled actions can be directed from the remotely located

TDRS OCC,
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Figure 4-5. LDR (AGIPA) Initial Assignment Processor
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Four PDP 11/45 processor systems control, monitor, and perform centralized
GS operations. There are several stages of equipment redundancy that provide for 2
high station operation availability, Redundant peripheral Unibus systems connect the

processor control to the other DHMS units,

Software and equipment maintenance can be performed with the actual GS equipment
not in active use. Therefore, a duplicate software development facility is not needed, and
normal preventative equipment maintenance can be effected without degrading the GS

operations,



SECTION 5 -~ COMMAND OUTPUT AND VERIFICATION SYSTEM

5.1 GENERAL

The command output and verification system, Unit 30, provides the forward link
interface with the control system and the uplink modulators, and a command data veri-
fication path (ground loop) back to Unit 20, A special subunit is included to handle the

shuttle voice data from the MCC, Unit 30 is described in this section,
5,2 COMMAND AND VERIFICATION CHANNEL OPERATION

The uplink (forward link) is used to send commands to the user spacecraft and the
TDRSs, Four basic channel types are defined: LDR, MDR, Shuttle, and TDRS, To
monitor their operation, a command verification link (CVL) is included for each of the
uplink channels, Figure 5-1 is a block diagram of Unit 30 that shows the system inter-
faces with Unit 20, and Units 40 and 50 (the command uplink and command verification

downlink systems, respectively),

A special Unibus interface card is used to connect Unit 30 to the control syslem,
This is a simple 16-bit-wide bidirectional data interface. It also buses seven address
bits from the conirol system, Two cards are used for redundancy, each connecting to
unibus system 5 or 6 (P5 or P6), The cards are cross strapped with timeout circuitry
so that only one of the two cards may be active (receive data from or send data to the

control system} within a selected time interval,

Each of the unibus interface cards connects to a cabinet interface card., The
cabinet card buffers the address and data bits for the 16-channel modules (subunits 31
through 34 plus the switch modules) shown in Figure 5-1. It is also used to generate
”interrupté' for the interrupt status interiace attached to P5 and PG, The output of
the cabinet card is a 16-bhit bidirectional data bus, seven unidirectional address bits,
a .read/write control line, and a strobe pulse, These 25 lines are common to the 14

command output and verification channels and the two switch modules,
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A cabinet interface card comnects to a channel unit interface, Each channe] is
cquipped with two interfaces that allow independent bus control of the channels by
Unibus system 5 or 6. Address decoding, acknowledgment, and data gating arc per-
formed independently for the two buses, preventing a single failure from immobilizing

both buses,

Bidirectional data lines for cach channel unit interface connect to the common
data bus by réceive and transmit gates, The outputs of the corresponding receive gates
on the two channel cards are wire "ORed, " Any failure on these lines is a channel module
failﬁre that is detected and results in the control system switching in f;he spare module,
Each of the four uplink channel types has a spare channel module. There are a total of

three LDR, five MDR, four TDRS, and two shuttle modules,

Two additional modules shown in Figure 5~1 are controls for switching the digital
signals from the channel subunits to the modulator inputs, The two switches have the
same dual interface as the éommand modules, each controlling forward link inputs to
one of the redundant sets of modulator groups. The CVL demodulator outputs are the
inputs to the CVL portion of the channel modules via the CVL switch. The CVL outputs

~are also controlled by the two switch modules,

Any channel module can interrupt the control system for service, This is per-
formed by a standard DEC interface-card with 32 data inputs and two interrupt inputs,
Each of the 16 channel subunits is allotted two of the 32 bits that are interpreted as

shown in Table 5-1.

Table 5-1, . Interrupt Bit Interpretation

INTERRUPT
BITS
CONTROL SYSTEM ACTION
AlB |
0 0 Interrupt not generated
0 i Unload (read into Unit 20) the CVL buffer contents
110 Load (read from Unit 20) the command data buffer
1 1 Read (into Unit 20) the Command/CVL module status
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When the interrupt bits are asserted (as shown in Table 5;1),' an interrupt is
generated by the cabinet interface eard for a standard DEC input card. Under normatl
operating conditions a channel module needs service only when it requives data from
or has data for the computer. Any abnormal condition would call for reading of the
module status to determine the problem, The four states of the interrupt bits are;
no action, read data (CVL function), write data (uplink function) and read status
(trouble), When the computer is interrupted it is programmed to read the 16 bits
associated with the asserted one of two interrupts (for eight modules) and to perform the
necessary input or output operations for one or more of the eight modules. When the
required function has been completed an interrupt reset, issued by the control computer,

clears the source of the interrupt,

The path of the interrupt reset is the bidirectional (common) data bus, Because
only 16 channels exist and seven address bits are available, each channel unit is
assigned eight addresses, The four most significant bits are the actual channel address,
and the three least significant bits are "function codes." It is one of these eight func-
tion codes in conjunction with the data lines that reset the various interrupt sources,
Additional funection codes are used to read data and status and to write data and control

the subunits,
5.3 COMMAND BUFFER OPERATION

Forward link command data are written into a buffey in the MDR, LDR, Shuttle,
or TDRS channel units by the control system. This buffer is a first in, first out (FIFQ)
device capable of storing 32 16-bit words. Data enfry and data readout for the FIFO
buffer are asynchronous, with entry via Unit 20 and readout by the uplink data clock,

A "load command buffer! interrupt is generated by the channel unit when the buffer
drops below one-fourth full. The control system reads the interrupt bits for the
channel and, if any command data still reside in thé computer, outputs three-fourths
(24 words) of the command buffer's capacity, With an uplink data rate of 1 kbps, these
interrupts occur approximately once every 380 milliseconds. The one-fourth full
sighal is present as a status bit for buffer monitoring, and a buffer reset is exccuted

via the control system as previously described,
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5.4 COMMAND VERIFICATION BUFFER OPERATION

Looped back command data from the uplink path are compared in the control
'system with the data sent to the command buffer, The grcund loop or command verifi-
cation data are read from the CVL buffer in each channcl module, This buffer is also
a 32-word by 16 bit-per-word FIFO buffer, Asynchronous data enter the buffer at
the forward link rate, and the data are read into the control system as a result of a

channel module interrupt,

The CVL buffer readout is enabled after initiating an uplink command by sending 16
logic Zerc»s:1 and then the command data to the command buffer. The enable is a func-
tion code coxﬁmand issued by Unit 20 on the common data bus, The CVL buffer is
loaded starting with the first logic One CVerata hit received after the enable, This
procedure ensures bit alignment within 2 word in the CVL with the uplink command

data,

An interrupt is generated for the control system when the CVL buffer is three-
fourths full. The interrupt bits are read and interpreted, initiating a computer read
of 24 words (three-fourths of the buffer capacity) from the CVL buffer, The interrupt

would ocecur approximately every 380 milliseconds for the 1-kbps command rate,

Normally the interrupts generated by the command and CVL buffers would not
overlap in time, However, if the condition should occur the command buffer interrupt
state has priority over the CVL buffer state, Command data would be provided to the
forward link buffers, and then the control system would read the CVL buffer contents

for computer verification,
5.5 STATUS OPERATIONS

Each of the channel subunits has up to 16 status bits that can be read by the
control system. Some of the status bits cause an interrupt to be generated when they
are asserted. Examples of these are buffer overflow for either of the two buffers, loss

of synchronization in the CVL detector, and loss of PN code generator activity, These

Only one Zero is requlred but 16 are used fo preserve a word format for the command
data that always start with a logic One bit, :
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interrupts remain set until reset by the control system, The function of most of the
status bits is to indicate a channel equipment malfunction, An interrupt generated by
a status hit has hardware priority over both the command buffer and CVL buffer

intérrupts,
5,6 LDR CHANNEL MODULE OPERATION

An LDR channel module (Unit 31) is composed of two channel unirt interfaces and
buffers as previously described plus equipment peculiar to the LDR user forward
channel, The special equipment for the uplink is an 1l-stage PN Gold code sequence
generatoy, timing logic for generating the uplink (command) cloék, and control for

‘modulo two adding the data to the PN sequence. A second PN code generator, a chip1
timing recovery circuit, automatic PN generator phasing, and a data detector are

required in the LDR-CVL,

Input timing for an LDR channel is a nominal 5-MHz signal which can be counted
down by 30 to give a 167-kHz PN code clock. This clock drives two 11-stage PN code
generators that are modulo two added to form a Gold sequence. One of the two generators
has 11 presettable starting states that are used to generate a sequence of 11 by 2047 hits
before repeating. By counting the PN code clock down by 253 and initializing the count
with the start of the 11 sequences, a 660-Hz data clock can be generated whose transi-

tions are coincident with the PN sequence synchronization pulse. Variations in the data

rate can he accomplished by changing the PN rate or the number of sequences betfore
repeating the code. The PN code synchronization pulse is huffered for transmission to-

the LDR downlink ranging system in Unit 70.

The daté clock generated from the PN code clock is used to serially read data from
the command buffer. These data are modulo two added to the PN sequence, and the re-
sultant bit stream is sent to the modulator switches. The bit stream is also applied to a
single pole double throw (SPDT) loop-back switch. This switch is under computer
control and selects either the CVL demodulator switch output or the uplink hit stream as
the input to the CV L portion of the channel module. The latter connection serves as a

test input to the channel module. B

Chips are used to distinguish code symbols or bits from data symbols, -The chip rate
is several times the data rate.
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The CVL portion of the LDR channel starts at the loop-back switch., This switch
output is applied to a chip timing recovery circuit that derives the PN code clock from
the incoming bit stream. This clock is used to drive a PN code generator identical to

that in the uplink section. It is also counied down to generate the data clock.

To demodulate the command data the PN sequence must be removed from the
received bit stream. This is accomplished by modulo two adding the PN sequence
generated in the CVL circuits to the stream. If the generated PN sequence is not in
phase with the received sequence, the data cannot be detected. An automatic PN
sequence phasing circuit performs this operation by detecting the number of PN code
bit transitions occurring in the modulo two sum of the PN code generator and the received
data, If these transitions exceed a setable threshold during a data symbol interval, then
the sequence is assumed not to be in phase. The PN code generator is delayed one clock
interval, and the threshold procedure repeated. When the threshold is no longer exceeded,

PN code clock synchronization has been achieved.

Searéh for correct phasing is aided by using the PN code synchronization signal from
the forward link generator to initiate the CVL PN code generator. Thus, the search is
limited to 16 PN code chip intervals, This éorresponds to 2 maximum of about ldO micro-
seconds of timing uncertainty between the generation of the uplink data and its reception
at the CVL loop back switch., If for some reason synchronization does not occur after the
100-microsecond period, the search is restarted at the next uplink PN code synchronization
signal. Synchronization would normally be acquired within 16 data symbol intervals, or

less than 25 milliseconds.

Data detection is accomplished in the same threshold circuit used for the acquisition
of PN code synchronization. This circuit is an up/down counter that increments one
count for each PN chip interval. An upcount occurs when the modulo two sum of the PN
sequence and received bit stream is a logic Zero, and a decrease occurs when a logie
One is detected. A symbol logic One is detected if, at the end of the data symbol period,
the counter indicates a negative count whose magnitude is greater than three~fourth of-
the number of chip intervals in a data symbol period (253 for the numbers assumed for

this design). Similarly, for a positive count greater than three-fourths of the chip



count a symbol logic Zero is detected, ‘Any count less than the three~fourths limit is
assumed to indicate that the CVL-FPN code generator is out of synchronization with the
received sequence, as previously described. If this out of synchronization condition
occurs for two data symbol intervals in a row, then a new PN code search is started,

and a status interrupt is generated for the control system.

All the components required for an LDR channel module would be contained in a
rack mountable enclosure that could be removed without affecting any other channels,

Indicators on the froni panel would indicate online, spare, or faulty module operation,
5.7 MDR CHANNEL MODULE OPERATION

The MDR channel command module (Uﬁit 32) is similar to the LDR module with two
major differences: the presence of an additional PN code generator, and a 5-MHz clock
rate for a first PN code generator. The first PN code generator is used for energy
spreading and it has two modes of operation; a long-code mode and a short-code mode.
Short code is used for acquiring a user, and the long code for forward link symbol energy
spreading during data transmission. The former is a single Gold code sequence of length
214-1, and the latter is 40 sequences of the same length., By counting down the PN chip
clock by 5461 and synchronizing it with the long code synchronization pulse, a 915 bps

data clock with transitions at the long code PN synchronization pulse is obtained, - -

The second PN code generator (slow-code generator) is used for ranging. It is
clocked at a 500-kHz chip rate. This signal is derived by counting down the 5-MHz clock,
Both the long code and the slow code are initiated simultaneously at a short code synch-

ronization pulse upon command from the control system.
5,8 < TDRS CHANNLIL MODULE OPERATION

The TDRS channel subunit (Unit 34) consists of the two-channel unit interfaces
and buffers as previously described plus some minor additional equipment. For the
uplink, the additional equipment is a data clock generator. This is counted down from
a 5-MHz reference. The CVL requires a symbol timing recovery eircuit. As in the pre-

vious channel modules the output stream from the demodulator switch is mid-bit sampled
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to detect the incoming data symbols, Unlike the previous chamels, however, a PN code

modulating sequence is not used. Therefore, the TDRE command data are transmitted
without the energy spreading operation, and the ground loop CVL data are directly

detected for verification in the control system,
5,9 SHUTTLE CHANNEL MODULE OPERATION

The shuttle channel module (Unit'33) has the same interface and buffers as the other
channel subunité,° Command data are loaded into the buffer by the control system, The
data are then enpoded twice: first by a (15, 9) Reed Solomon code, with the result further
encoded with an (8, 4) biorthogonal code, The command data are then time division

multiplexed with two delta-modulated voice signals,

The combined data :s_md voice digital signals require framing information to separate
them at the receive end (shuttle spacecraft), This is currently done by inserting one
framing bit with each group of 9 multiplexed voice and command bits, One-hundred-
twenty framing hits are used to complete the forward link frame synchronization pattern,
Therefore a frame is composed of 1200 bits: 480 delta voice No, 1 bits, 480 delta voice
No. 2 bits, 120 command bits, and 120 framing bits. Tigure 5-2 shows a representation
of one multiplexed frame, The frame pattern is repeated at a rate of 50 per second, and

the multiplexed data rate is 60 kbps.

START Of FRAME _ LAST BIT IN FRAME
FoA A ALD,CO A A A F A ... Flaol 8,8,8,C0,8 A A,

F"? — FRAMING BIT
— DELTA VOICE BIT FOR VOICE NO. 1 OR NO. 2
C — COMMAND BIT

Figure 5-2, Shuttle Forward Link Multiplexed Frame Format
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After multiplexing, the uplink data ave convolutionally encoded with a rate 1/2
code, This enables a forward error correction capability for the spacecraft decoding

circuitry., The 60-kbps stream is increased to 120 kbps in this cncoding process,

A PN code is then applied for spectrum spreading, It is called the long code and
multiplies the 120-kbps rate by about 42 chips per bit, producing the uplink transmitted
bit rate of 5 Mbps,

Although the framing information can be the insertion of separate bits in addition
to the command and voice bits, the framing information could be the starting phase (all
Ones sequence) of the PN code. Use of the PN code sequence for demultiplexer syn- "
chronization eliminates the need for framing bits in the output (forward) data rate, but
it could increase the complexity of the spacecraft eduipment. An ideal framing solution
would allow a PN code sequence (possibly the long code) to have a bit length of an inte-
gral number (F) of frames. A frame is defined as the number of data symbols between
repeating code structures., For the case of the 6-kbps encoded data (with the codes
given), two Z4-kbps delta-modulated voice. signals, and a rate 1/2 convolutional encoding
of the combination of these, the frame is 2160 bits long., A second necessary condition -
for this ideal solution is that the PN code sequence chip rate is an integer N
times the required transmission symbol rate, aﬁd that this value N is a factor of F,

This synchronization should be considered in further system designs,

The command verification portion of the shuttle module is the inverse of the up-
link portion. The input signal from the demodulator switches is used to recover PN
clock timing and to detect the chip stream. Automatic search was described in the
MDR channel section, There is a slight difference for the shuttle module in that an
approximately 120-kbps data signal must be detected as well as a 120-kHz clock when
framing is not tied to the PN sequence. These data and clock are input to a Viterbi de-
coder which decodes and returns the 60-kbps data stream to a time division demulti-
plexer, The encoded command data are removed and applied first to the (8, 4) d;boder.
'The output of this decoder is then applied to the (15,9) decoder. If the (15,9) decader
detects an error a status indicator is set, and a computer interrupt is generalted,

Command data from the final decoder are input to the CVL buffer,
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Ground loop digital voice data are not input to the control system. They are
input to a delta-voice demodulator that could be connected to a voice fransducer {(loud-
speaker) at the GS, Alternately, the voice channels could be returned via Unit 10 to

the original speaker for quality verification,
5,10 COMMAND AND VERIFICATION SYSTEM SUMMARY

More than a preliminary Unit 30 design was required to develop its costs. The
command output and verification system performs the significant functions of accepting
the forward link command data from the control system and formaitting them for the GS
modulation equipment. Also, the ground loop uplink data are returned to the control

- system for verification through Unit 30.

All equipments have an on-line backup. Therefore single points of failure do not

exist. This backup capability extends to the special shuttle data handling subunits also.
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SIECTION 6 ~ UNITS 40, 50, AND 60

6,1 GENERAL -

Units 40, 50, and 60 contain the RF/IF and antenna systems for the two active
(on-station} satellites and the backup TDRS, A microwave link would be .used to
connect the remotely located antenna systems to- the majority of the GS equipment.

No equipment within these three units is considered to be part of the DHMS, However,
digital monitor and control and analog monitor circuits are priced in the DHMS for .-~

control and monitoring activities of the units.

The command uplink system, Unit 40, connects all of the forward link data from
the command and verification system to the antenna systems for relay to or through
the TDRSs, Unit 50, the command verification system, provides channels for return-
ing a portion of the radiated signals to the verification system for a ground loop com- ,
mand check, All user and TDRS signals are connected from the antenna diplexers by
the downlink system (Unit 60) to the return data handling equipment, The following

paragraphs describe briefly the three units,
6,2 COMMAND UPLINK SYSTEM

Unit 40 eqﬁipment provides two modulator banks that are duplicated (redundant)
for each active satellite, Each modulator bank has two MDR, one LDR, and one Tbﬁs N
. modulators (four units), The MDR units are used for the shuttle uplink communication,
Because the banks are redundant and there ére two on-station satellites, a total of 16
modulator units are required (see Figure 2-1), Redundant modulators are also assumed

{two units) for the standby satellite commands,

The active satellite command modulators connect to individual mixers that pro-
vide tunability for the MDR-modulated signals, The mixer outputs are concentrated in
two signal combiners that are backed up for a total of four combiner units, Thes; units
interface to a microwave link that provides a signal channel to the remotely located

antenna systems (assumed to be about 6 miles away), The backup satellite modulator



signals could be connected by cable directly to VHF transmitters located at the TDRS

No, 3 antenna site, or they could be connected by a microwave radio relay,

For the active satellite paths, the microwave signals are received and up-
converted (four units, two prime and two backup) for the Ku band transmitters., Re-
dundant transmitters connect to the diplexers (redundant units for each antenna)
interfacing with the antennas, Similar operations are assumed for the VHF system as

shown in Figure 2-1,

. Some control and monitoring points are assumed within Unit 40 as shown in
Table 2-3, However, a specific equipment configuration is required hefore all points
can be defined accurately., No costs for the command uplink system are contained

within the DIIMS costs,
6,3 COMMAND VERIFICATION DOWNLINK SYSTEM

Equipment within Unit 50 is not assumed redundant, Therefore, any unit failure

can cause the loss of one or inore ground loop command signals that are input to Unit

30,

Radio frequency tapoffs are assumed in Unit 40 that supply a low-energy but
solid signal to downconverters in Unit 50, The downconverted signals are returned
~~~~~ to-the main station equipment via microwave or cable links, These signals are split
(power dividers), separated in frequency by channel (mixers), and detected'. The
digital output signals from the detectors are connected to Unit 30 for verification of
the ground portion of the forward link transmitted sigﬁals. Unit 50 costs are not

included in the DHMS costs,
6.4 DOWNLINK SYSTEM

The downlink system (Unit 60) contains downconverters, microwave links,
splitters, and mixers for all return link signals, These are shown in Figure 2-1.
All Unit 60 elements are backed up (redundant), The unit inputs are from the antenna

systems, and test system (Unit 110) inputs are also assumed,



Unit 60 outputs connect to receivers in Units 70, 80, and 90 that handle the LDR,
TDRS/orderwire, and MDR data channels, respectively, Control and menitoring of '

Unit 60 equipment can be performed by the DHMS,.
6.5 ANTENNA AND RF/IF UNITS SUMMARY

Although some monitoring and control points in Units 40, 50, and 60 have been
assumed that would be handled by the DHMS, costs for equipment in these units have
not been included in the DHMS costs, Redundant equipment is assumed in Units 40
and 60, but not in Unit 50, Therefore, single points of failure do exist in Unit 50, But

this unit does not handle the forward or return link data for users or the TDRS OCC,

The three units interface to the DHMS equipment at several points, Therefore,

it was necessary to consider them in the development of the baseline DHMS,



SECTION 7 — LDR DOWNLINK SYSTEM

7.1 GENERAL

The LDR downlink system, Unit 70, is composed of 24 identical AGIPA channels

and is described in this section, Each AGIPA channel receives eight modulated RF

. signal streams from the downlink system (Unit 60) or the test system (Unit 110), The

channels are controlled by individual computers directed by the control system, A -
capacity for 20 users is provided, and user data are formatted and sent to the NASCOM

interface system,

Initial AGIPA channel design handles four standardized data rates within a range of
0.5 to 10 kbps, It is assumed that the data bit transitions are related to an integer number
of PN code chips and the return link PN code synchronization pulse. (This facilitates data

clock recovery, ) 7
*

Standardized data rates above 10 kbps could be handled to about 30 kbps without
major cost or performance impacts on the channel design, However, decreasing the rate .
below 0,5 kbps can affect the channel cost and performance because of the circuitry used

to determine the Doppler frequency during signal acquisition (a discrete Fourier transform).

“Décreasing the rate necessitates faster circuitry (or parallel cireuitry) that would signifi-

cantly increase the channel cost,

The channel characteristics described are for the initial AGIPA channel design, A

modified AGIPA concept was also considered, and is discussed in this section,

7.2 AGIPA CHANNEL OPERATION

A simplified block diagram of the AGIPA channel subsystem is shown in Figure
7-1, The subsystem is composed of three subunits; the conirol system interfage {Unit '
72), the AGIPA channel signal processorl (Unit 73), and the channel computer (Unit 74),

{Unit 71 is the LDR user NASCOM switch that completes the subunits making up Unit 70,)

llncludes the Viterbi decoder cost in Table 2-3 entries,
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Assignment of a channel to support a given user's spacecraft is provided by the
control system, It indicates which TDRS (No, 1 or No, 2} signals are to be input, the
spacecraft PN code, a priori phase and amplitude settings, and the expected data sym-
bol rate (one of four selectable rates} that are scheduled to the channel computer, The
control system also sets the NASCOM switch to connect the channel output to 1 of 20

communication inputs to the NASCOM interface,

Actﬁal switch control within the AGIPA cha.nnel signal processor (ACSP) is per-
formed by the channel computer, ' The computer also uses the init.ial phase and attenua-
tor settings to adjust the phase and amplitude (P&A) circuits (weighting network) for
initial signal reception, Modulated signals flow through the P&A circuits to the PN code
and carrier tracking circuits, A code and carrier search are initiated, After acquisi-
tion the channel computer adjusts the variable P&A circuits to optimize the received

signal to interference ratios.

User symbols are connected to the Viterbi decoder, It obtains forward error
correction code lock and outputs data bits to the channel computer, Upon computer
recognition of the telemetry data frame synchronization, the computer accepts digifal
R&R data from the ACSP. The tracking data are sent to the control system for trans-

mission to GSFC, Channel status is also connected to the control system for moni-

toring purposes,

The control system centrally directs the LDR downlink channel operations, When
handover times are recognized, a second AGIPA channel is set up on the other TDRSs
signals, After telemetry frame lock is maintained through both AGIPA channels for a
specified time, the second channel's data are connected to the same NASCOM input
port as was used for the first channel's data output (a data loss does not occur), A drop~-
out of several seconds in the user's data does occuf upon TDRS hando'ver, when tﬁe_ forward

and return links are reacquired through the different relay satellite,

The preceding discussion has provided an overview of the LDR downlink system's

operation. The following paragraphs contain more detail on the AGIPA channels,

7-3



7.3 LDR COMPUTER SYSTEM

The LDR computer system is made up with 24 PI]!I.3 11/05 computers, Each com-
puter controls one AGIPA channel and performs the following functions:

e TFrame synchronizes user telemetry data,

e Blocks data into NASCOM messages,

e Controls the channel phasors and attenuators (AGIPA pointing).

e Programs the PN code generator,

¢ Programs the bit rate,

e Outputs blocked messages, including header information to users over the
discrete user NASCOM link,

o Outputs blocked frames, including header information to the control system
for backup storage,

e Takes AGIPA status and transfers this status to the control system.'
e Takes R&f.{ data for the assigned user channel,

¢ Communicates with the LDR control computer subsystem,

Figure 7-2 shows the AGIPA computer software system processors that would be
duplicated for each computer, Only one program would be developed for the computers,
However, special user requirements, to a limited degree, could be implemented in the
" software if necessary. This modified operation would require a program transfer to the
AGIPA computer rather than just the particular user's control and data parametérs. The

programs would be stored on the disk systems in Pl and P2,
7.4 AGIPA CIRCUIT OPERATIONS

A LDR AGIPA channel is composed of the elements that optimize the signal to
noise ratio for the received sipnal., Eight input signals from the four element horizon-~
tally and vertically polarized antenna array on the TDRS are selected via a nine—p’(ole
triple~throw switch (see Figure 7-3). Three positions are available for TDRS No, :‘1,
TDRS No, 2, or a test input,l The ninth pole is for switch verification, Each of the
| eight channels is divided into two paths, one to the P&A weighting network énd f;he other

‘to a single-pole eight-throw solid-state switch,
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The P&A network is the heart of the AGIPA.‘ Byl varying the relative phases and
amplitudes of the eight input signals with respect to one another and then combining
them, a directional antenna beam is formed, The phase is variable over a 360-degrce - .
range, and the attenuation over a 20-dB range. Each variation is controiled by an 8-bit
word {rom the AGIPA computer, The eight attenuated and shifted signals are summed
to form a composite received signal, This signal is used in three areas; the analog pro-

cessor, the carrier tracking loop, and the PN and symbol clock tracking loop,

The analog processor consists of six detector channels, Two of the channels 31:;3
used to detect the signal power and noise power in the composite signal (sum of the 8
input streams), The other four channels provide a capability to measure the inphase
(w.ith respect to the signal portion of the composite signal) and quadrature parts of the
signal and the noise compouents of one of the eight input-sigﬁal streams, The single-pole
eight-throw switch under control of the AGIPA computer is used to select the signal input
for the analog processor, The six analog processor channel outputs are applied to a

second single-pole eight-throw switch,

Under computer control one of the gix pfoces sor channels is connected to an
8-hit analog—to-digitél converter (ADC). The ADC digitizes the analog measurements
and interrupts the computer when a measurement is completed. Based upon the
digitized samples from the analog processor, the phase and attenuation adjustment
values are calculated to optimize the signal-to-noise ratio, If these values differ from
the previous ones -they are sent by the computer to the P&A network via the con-~
trol interface, The P&A networks, summer,‘ analog processor, ADC, AGIPA com-

puter, and control interface form the closed-loop AGIPA system,

The second use for the composite signal is in the carrier tracking loop, Itis a
Costas Loop. Carrier and PN phase acquisition a.re aided by using a discrete Fac;urier
transform to compute the Doppler offset {requency. Inphase and quadrature components
of the low pass (peak Doppler {requency cutoff) filtered signal are sampled and digitized

using 3-bit ADCs, The sampling rate is approximately equal to twice the peak of the

Doppler frequency shift, Power coefficients are calculated at frequencie_s_ equal to the -

7~7



inverse of the symbol duration, a new calculation being performed during each symbol
interval, If the value of any coefficient does not exceed a predetermined threshold the
PN code generator is retarded one~half chip interval. When the code generator is
phased within a half chip interval of the PN sequence phase of the received signal, at
least one of the frequency coefficients will exceed ihe threshold, The 1a-rgest value is
assumed correct, and it is converted to a proportionél analog signal, This is used in
the frequency synthesizer to generate the IF plus Dopple;* offset reference for the
carrier tracking loop, With the Doppler offset contained in the reference frequency,:”-‘, .
the mixer output is filtered by a second narrower low pass filter, proportional to the

symbol bandwidth, to extract the symbols and to precisely track the carrier frequency.

The PN code generator is identical to that on the particular user spacecraft, I
produces Gold code sequencés, and the code is programmed by the channel computer

for each user spacecraft supported,

A PN code acquisition search requires about 2, 3 minutes on the average for a
1-Mbps chip rate and a code repetition rate of 7,4 per secondl when the encoded data
‘rate is 1 kbps (this is the worst-case average PN code acquisition time based on a 0..5_-
kbps data rate).2 The timing source for the PN code generator is derived froma tracking
loop operating on the third component of the composite signal. Because the symbol clock
is related to either the PN chip clock or the PN sequence synchronization pulse, or b;th,

it is also derived from the PN code clock tracking loop.

Encoded symbols and their clock are connected to the Viterbi decoder. It in turn
supplies decoded data bits to a serial-to-parallel interface for input to the AGIPA computers,
Because the computer performs frame synchronization, it determines whether the bits

being sent to it are aligned correctly. If the alignment is off (i.e., the first bit in the

cn

1
Only the long code (11 sequences of 2047 chips on the forward link) is assumed to be
used. The TDRSS Study Group is considering using a shorter code that would decrease
the search time to acquire PN code lock,

2 . . '
Data are encoded with a rate 1/2 convolution code increasing the transmitted data rates
by a factor of two. ' ) Lo

-
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frame pattern is not the first bit of a 16-bit word), . the computer commands the interface
to bhange it, At the time that the interface responds some data from the previous word
are repeated. An interrupt is generated as each 16-bit word in the interface is completé'd,
and the real-time clock value is stored, The computer reads the time 1f the interrupt

corresponds to the first word in a frame or some predetermined number of frames,

Blocked and time tagged data from the computer are supplied to a double-NASCOM
block-buffered-parallel-to-serial interface, When a block transfer to the interface is
completed a data ready signal (data request) is presented to the NASCOM network via
the NASCOM user switch, NASCOM replies to the switch with a data set ready, clear
to send, and transmit data clock, These are combined to produce a gated clock for

transmission of the data from the interface.

Y

The NASCOM user f_-*;witch is composed of 20 switch cards, each handling the
interface between one of fhc NASCOM lines and any of the 24 LDR downlink channels,
Each switch card is programmable by either of two interfaces via peripheral Unibus
systems 3 and 4, The interfaces are independent, and a failure in one does not affect

the other,

In addition to the detection and transmission of blocked message data to NASCOM,

the AGIPA channel also computes the range and rate of change of range of the user
spacecraft. Range is measured by compuﬁng the time from the transmission of the up-
link PN code synchronization pulse to the reception of the downlink PN synchronization
pulse. A counter with a 40-MHz input clock resolves the total round trip delay to +25
nanoseconds, This delay includes many sources (transponders, ete.) in addition to the

user spacecraft range for which compensation or calibration factors must be supplied,

Range rate can be computed in a number of ways, One way, which provides an
average value centered in time at about the time of the uplink PN code synchroniiation
pulse, is to count the cycles of Doppler frequency between the u'plink and downlink PN

code synchronization pulses, Resolution to fractions of a cycle may be obtained by .

i .
It is assumed that frame lengths will be an even multiple of 16 bits in length,
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multiplying the Doppler frequency offset, This value and the range measurement are
input to the channel computer, The computer time tags and formats each R&}.{ sample

and then transmits the sample to the control system for further handling,
7.5 AGIPA CHANNEL MODIFICATION

A modified AGIPA concept has been considered and its costs estimated as a
delta (change) to the DHMS cost, It is to have 30 modulated IF input sireams, Three
signal sources are maintained as before from TDRS No, 1 and No, 2 and the test sysfém.
Additionally, any data rate between 0.5 and 32 kbps that provides an integer relation to
the PN code synchronization pulse can be processed in the AGIPA channel rather than the

four particular rates considered for the basic LDR downlink system.

The modified system operates the same as the basic system, However, 30 sets
of individual and composite signal values are sampied rather than the hasgic eight sets,
The modified system uses the same computer and Viterbi decoder as before, but an
additional computer output channel is provided to the LDR user data recording system,

The recording capability is removed from the control system and is located in Unit 70,

Because the modified AGIPA concept is for use with S-band return link frequen-
cies, the attennators in the weighting network may not be needed, (Note that the S-band
_signals must be downconverted to a VHF IF before entering the AGIPA channels, This
conversion would be performed in Unit 60,) The phasing and attenuator weighting
network becomes expensive, compared with the basic network, because of the additional
22 signal circuits. Removing the attenuators if they are not required provides a significant

cost saving,
7.6 LDR SYSTEM SUMMARY

The basic elements composing the LDR downlink system have been describ(;j.
Twenty—fouf discrete AGIPA channels are provided that are centrally directed by the
control system., Because a maximum of 20 users are expected, 4 channels are always
available for TDRS handover and to be switched to handle a use;‘"s data if the assigned

AGIPA channel fails,
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Continuous data handling is provided about 85 percent of the time for earth~orbiting
1.DR spacecraft, This time percentage results because of the tracking coverage supported
by the active TDRSs, During TDRS handover, a dropout in the users' data will occur for .

several seconds because the spacecraft and AGIPA channel reacquire PN code lock through

the different supporting satellite.

A consistent user's data channel to the'N,ASCOM interface is supplied upon hand-
over or malfunctioning channel operations, The NASCOM user switch is the only Unit
70 subunit not backed up. However, it is designed modularly so that if a segment fails
the entire switch is not disabled representing a single point of failure in the downlink

system,

A modified AGIPA concept was briefly considered, Estimated delta costing
is made in Section 2. Thé new concept operation is essentially the same as the basic

system operation except 'fhat 30 modulated signal streams are manipulated instead of 8.
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SECTION 8 - TDRS AND ORDERWIRE DOWNLINK SYSTEM

8.1 GENERAL

The TDRS and orderwire downlink sysfem ig considered the simplest in the
DHMS, This Unit 80 element basically is two parallel! data handling channels, Each
channel o.perates independently of the other and is capable of supporting the TDRS
housekeeping telemetry data synchronization and formatting for the three satellites. -
Orderwire (OW) event signals are formatted with the housekeeping data. The sys’cém“is; ;

discussed in this section.
8.2 SYSTEM DESCRIPTION

Parallel housekeeping data channels are input to the TDRS/OW system from each
of the three TDRSs., Orderwire event signals (bilevel) are also received in parallel
~ from the on-station TDRSs. Figure 8-1 shows the system layout, including its

4 interfaces to the control system and NASCOM,

The TDRS/OW computer system uses two PDP-11/40 computers, one as a prifne
and one as a backup unit. Each computer is capable of completely handling all three
TDRS downlink systems. The software system performs the following tasks in

supporting the TDRSs;

e Indepepdently handles under interrupt control each TDRS telemetry bit stream

and pérforms frame synchronization for the data.

e Blocks each of the TDRS telemetry streams into separate NASCOM messages,
including the necessary header information. Then either outputs to NASCOM
over three discrete links or outputs to TDRS main computer stbrage

system (C3).
o Processes all incoming orderwire bhilevel signals,

e Processes TDRS telemetry data and converts them to engineering units for

display on the CRT keyboard consoles via Unit 20 operation,
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Each TDRS downlink telemetry stream would be decoded so that status of the
satellite subsystem can be displayed on different CRT pages. Subsystem data that
might be processed are power, communications, data processing, stabilization, and
control. Figure 8-2 shows the processors that would be implemented for each TDRS

computer system,

Under control system direction both TDRS/OW computers supply data messages
to the NASCOM interface. As shown in Figure 8-1, six lines are used where the three-
from each computer provide data from each satellite, Therefore, multiplexing of the

housekeeping data is not done.

~ Single rate bit synchronizers are used to develop the TDRS data clock and shape
the d.ata for input to the computer interface circuits. These circuits provide a serial-
to-parallel data conversion. When 16 bits are assembled an interrupt is generated to
the computer, and the data enter a buffer space. Frame synchronization is performed
after which the interface circuits are controlled to input 16-bit words that can' be used

without repeating the framing operations.

Only one data stream is input from each TDRS. The interface circuit on the re-

dundant receiving system is disabled by the computer,

The OW inputs are digital (bile'vel). évents. They are also redundant, A logic One

is interpreted as a request for service. Otherwise no action is taken by the system,

K OW service is requested the event signal is indicated in the TDRS data sent
to the TDRS OCC. Also, the control system is notified via peripheral Unibus systems
3 or 4, The control activates a GS alarm as a hackup in case the event went undetected

at the OCC,

This brief description indicates the basic TDRS/OW operations that are expé‘g:ted_
If the PDP-11/40 computers are required to perform the complete computation house-

keeping data handling for the TDRS OCC, the system easily can be expanded. Frame
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synchronizers would be added to relieve the computer of the framing tasks. Additional
control system interfaces would be used, Thus, almost the entire computer capacity

could be devoted to OCC tasks,

In summary, little detail is provided for the TDRS/OW system becausc the TDRS
data housekeeping tasks were not defined in detail, The costed system should be ex-
pected to handle any GS requirement, however, and it is redundant and capable of simple

expansion if required.
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SECTION 9 - MDR/SHUTTLE DOWNLINK SYSTEM

9.1 GENERAL

The MDR/shuttle downlink system (Unit 90) is described in this section. It is the
most costly DHMS unit because it contains a disk étorage capability for up to 2 hours

of data entering the system at a 4-Mbps rate,

Timere are ‘10 data handling channels that support the requirements of the MDR
usei‘s, both for real-time throughput, and storage and playback at a future time. This.‘
minicomputer subsystem is made up of five PDP 11/45 computers, each having the
ability to handle two 1-Mbps data input streams, throughputting thése data streams to
NASCOM or storing one and throughputtihg one. The Unit 90 system is controlled by

the configuration control software system.

Although there are 10 channels, the channels are not independent because two use
one computer. If one con{:puter fails then two channels are inoperative. An exotic
contingency switching arrangement was initially considered for the system to maintain
a high system availability, However, a preliminary availability .anz;ﬂysis1 indicated that
this was unnecessary and could possibly degrade the system availability. Therefore a
straightforward des‘ign approach was taken, and most of the switching circuits were
giminated,

Two special channels are provided for shuttle data handling, They use computers‘
93D and E, It is assumed that the shuttle return link will have word synchronization
patterns in the telemetry data, not bit or distributed synchronization patterns, The shuttle
data frame is synchronized and demuitiplexed by computer program, stripping out the delta-
modulated voice information that is converted to an analog format. The remaining shuttle
data are blocked and provided to the user over NASCOM links. Return link voice is also
sent to the user and is available at the GS as a backup in case of a MCC continger'{cy. A
special shuttle data handling unit independent of the MDR computers is also described in

this section,

! Appendix A, ‘ - L F



9.2 MDR COMPUTER SUBSYSTEM

The computer system is made up of five PDP 11/45 computers, each as a multi-
processor configuration with two Unibuses, Each system includes a set of the following

peripheral equipment:
o LA30 DEC writer
e Central processor memory management unit
o Real—time clock
e Bootstrap loader
© Three SOOb-word core memory units
e A PDP 11/45 and a PDP 11/05 CPU
¢ One solid~state memory control unit
@ - MOS memory block of 8000 wgl'cis
& Core me;nory for- Unibus number 2, 8000 words.

Four disk storage systems are also included. They have the capacity to store up to
8 hours of data received at a 1-Mbps rate, or 2 hours if filled at a 4-Mbps data

rate, -

All MDR user data from the frame synchronizers are blocked, message header
information is added, and then the messages are output to NASCOM in real-time or
stored on a disk system for later playback. This process is under the control of the
configuration control computer. For the real-time data the assumption is made that
the NASCOM communication link will be sufficiently fast so that data being processed
will be taken from the system buffers as fast or fasfer than they are being put into"ﬁ_:he
buffers. Figure 9-1 shows the main processors that would be developed in Softwaré
for the MDR computer subsystems. A simplified diagram of the computer subsystem

.

hardWare is provided by Figure 9-2,
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The MDR/ shuttle downlink processing equipment is shown in Figure 9-3.  There

are five independent dual-channel groups. Each group consists of two processing chains

designated real-time (RT) and playback (PB) in the figure, These two chains do not have .

to be used for RT and PB as shown nor do they have to be servicing the same MDR user. -
To support four MDR users, each capable of simultanecus RT and PB transmission,

requires four dual-channel groups, and‘redundancy is provided with the fifth,

A nine-throw single—po_le normally open wideband solid-state switch couples one-
of the nine demodulator outputs from Unit 60 to the bit synchronizer. The bit Synchro—.:
nizer derives bit timing from the input signal producing both data and clock as inputs
to the frame synchronizer. Eight of the 10 bit synchronizers make single bit (hard)
decisions on the polarity of the data symbols. Two make three bit quantization (8 level
soft) decisions. These soft decision devices supply inputs to the soft decision rate 1/2
Viterbi decoderé required for shuttle. The fourth and fifth dual-channels have the choice
of either Viterbi decoder clock and data or bit synchronization clock and data [most

significant bit (MSB) of the 3-bit quantization 1 as the input to the frame synchronizer.

The frame synchronizer searches for the telemetry frame synchronization pﬁttern
in the incoming data. This pattern can be up to 33 bits long. Frame length, frame
synchronization pattern, and the number of bits in the pattern as well as various other .
controls are programmable. Data out are formatted in 16-bit words for parallel trans-

mission to the MDR computers.

When the frame synchronization pattern is found, a pulse occurs. This pulse is
used to store the 18 least-significant hits (LSBs) of a real-time clock, The more
significant bits of time are updated only when they change. Time is affixed to each
incoming frame by having the synchronization pulsle generate an interrupt for the
" computer and store the time in an interface buffer. The MDR computer reads thqé?

time and inserts it into the output data formatted to NASCOM.
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Programming of the MDR channel equipment (not the computer progran;sl) is
performed from peripheral Unibus systems 1 and 2, The interface is bidirectional and
is also used for verification of the program. Output data (write commands) from P1 or
P2 are divided into device address, function codes, and data. The four MSBs represent
the device address; the next four, function codes; and the 8 LSBs, data. This format

is used by the commercially available frame synchronizers.

There are 16 addressable devices: 10 frame synchronizers, 5 dual-channel equip-
ment groups (everything but the frame synchronizers) and the MDR user NASCOM switéil.
Control verification is performed by issuing read commands, The form of the data read
into P1 or P2 is 4 bits of address, 4 bits of function codes, and 8 bits of data. Issuing
read commands increments an 8-bit counter, and the count is detected as address and
fuﬁction code bits. This gates the appropriate data bits on line, as well as being read as
- the 8 MSBs. An independent interface exists between the dual-channel groups and Pl and

Pz,

Interface to the MDR processor (PDP 11/45) is through a direct Memory access
(DMA) card with two 16-bit inputs (EMR:2 unit 2763), One of the inputs is the 16-hit
data word from the frame synchronizer, the other is the time of day clock's 16 LSBs.
Four of these DMA inferface cards are in each dual-chamel group, two for the data

chains in the group and two for the data chains in the adjacent dual-channel group.

The data output from the MDR computer are via a single 16-bit DMA interface
(DR11B). Data are serialized in the NASCOM interfacé for transmission over the
NASCOM links. This interface can double buffer a 1200-bit NASCOM block, and
supplies a data ready sigﬁal as serialized data become available., OQutput in the form of
delta-modulated voice signals is also provided on dual-channel groups 4 and 5 for the

e

shuttle. ¢

1 .
These are entered into the MDR computers via an intercomputer channel from the con-
trol system.,

2EMR Telemetry. ' * _ Lo | ' ‘
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The NASCOM-.user switch is programmable by Pl or P2 control to connect eight
NASCOM lines to any of the ten-possible NASCOM interfaces {2 per dual-channel group).
There are eight switch cards, one for each NASCOM line, They accept a data set
ready, clear to send, transmit clock, and supply data and request to send to the

NASCOM interface system.

9.3 NONCOMMON MDR EQUIPMENT AND INDE PENDENT SHUTTLE UNIT COST

Figure 9-3 shows some equipment that is not common for each dual-channel.
The DHMS digital monitor and control (DMC)unit can send or receive 8 bits of data and :
interface them to the control system through P7 or P8. Up to 256 addresses are avail-

able to control and monitor any GS equipment connected to the DMC unit.

The shuttle devices (soft decision bit synchronizérs, Viterbi decoders, and
dual-delta voice demodulators) are duplicated in dual-channels 4 and 5 (MDR downlink
channels 8 and 10), A computer program separation of the voice data from the shuttle

data stream'is costed in Table 2-3 (Section 2, DHMS pricing).

Should a computer-independent shuttle return link system be required, a special
data demultiplex unit must be designed and built. Procurement {development and

fabrication) costs for this demultiplex unit are estimated at $11K each for two units,

Monitoring and control would be effected through the DMC unit via control éystem
operations. The special demultiplexer would use the soft-decision bit synchronizers,

Viterbi decoders, and the delta~demodulator dual-units already costed in Unit 90.

A special cost delta of $22K for hardware and $19.8K for installation, totaling $41.8K,

would be added to the total DHMS installed cost estimate for two independent systems,

9,4 MDR SYSTEM SUMMARY

A reasonably detailed description of the MDR/shuttle downlink system has Been
presented. The system provides prime and backup data handling channels for eight
simultancous telemetry streams, each received at a data rate up to 1 Mbps (all equip-
ment can operate up to 1, 2 Mbps if required). Two backup Chanhels are available in

the five dual-channel computer systems. reeren o

9-8



Disk data storage units are provided for holding user data at times when the GS
real-time output communication rate would exceed the NASCOM link capacity or when

the links were inoperative, All operations are controlled and monitored by Uunit 20.

Special DMC equipment is included, and a provision for prime and backup shuttle
return link data handling is incorporated into the MDR user' system., A delta cost is
provided to handle shuttle data independently of the five minicomputer subsystems if

desired, (This delta cost is not included in the Section 2 prices. )
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SECTION 10 - CONSOLES AND DISPLAY SYSTEM

10.1 GENERAL

Unit 100, the consoles and display system, is discussed in this section., This
DHMS unit provides the man/machine communication interface for the GS's maintenance
personnel. Three identical consoles are considered necessary and th'ey operate with

the control system via two Unibus systems for redundancy,

10.2 SYSTEM DESCRIPTION

The consoles and display system is composed of three identical elements each

having four subunits. These subunits are:

e GO/NO-GO display panel
e CRT display '
e Hardcopy device.

o Command and co}Itrol panel '

Basically, the GO/NO-GO display panel in each console should alert GS personnel
of any station malfunction, The malfunction should be identified to the level of a sub-
unif or communication link. An audio alarm is incorporated into the panel to alert the
_.personnel because it is not considered nécessary to have them continuously monitor the

console activities, Figure 10-1 shows a possible panel layout.

' The CRT displays contain three controllers and three screens, oné for each
console. A copy of any CRT page can be made with a hardcopy device that reproduces
the identical CRT page contents. Each console has a thumbwheel control to provide a
selection of up to 32 different CRT pages. The page formét would be preprogrammed
and output from the control system. The following‘ would be typical types of page

-

displays:

e Command and command verification status showing command

failures and noncomparing bits

© LDR equipment assignments and status
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e MDR equipment assignments and status

e TDRS équipment assignments and status

® R&f{ daté., equipment assignment and status

e Operational NASCOM data links

¢ Manual command and command group displays
] Equipment status

¢ Configuration

e Schedule assignment callup

e Event page of configuration changes, equipment failures, equipment

back in operation, meésages from GSFC, ete.
e Changeable input pages for predefined status and monitor items

Each keyboard would provide all control inputs to effect configuration changes,
manual commands, 'diagnostic system checks, simulator inputs and other ground-

related controls.

The command and control panel provides thumbwheel election for CRT page
_displays, pushbuttons to activate processors that are required frequently, and thumb-
wheels for selecting group commands which then would bé loaded and executed via

pushbuttons. A possible panel layout is shown in Figure 10-2.

A more complete GS equipment and operational procedures knowledge than is
now available is necessary for a refined consoles and display system design. The
preceding'sysltem description shows a preliminary consideration of the man/machine
GS interface. This interface is significant because the consoles can be used to backup
some operations in contingency situations that are normally provided by the Mé’Cs

and the TDRS OCC,
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SECTION 11 - TEST SYSTEM

11.1 GENERAL

The test system, Unit 110, has received only minimum consideration. It is
described briefly in this section. Much greater detail is necessary for this system;

it would be developed during a final DHMS design,

11.2 SYSTEM DESCRIPTION

‘Redundant telemetry data simulators, controlled through peripheralt Unibus syé— .
tems 1 and 2, are in the test system. They can be programmed to duplicate the frame
synchfonization pattern, and special (known) data can be inserted into the telemetry
data sections of the frames by the simulation units. A planned test frame, simulﬁting
the basic characteristics of rthe LDR and MDR users' telemetry data, can be injected

into the DHMS for test purposes,

In particular, test data would be generated whenever the station schedule required
an MDR channel to be established. The data would be modulated onto an appropriate
IF signal and input to the downlink test mixers. Receiver tuning would be accomplished
automatically, as‘would other MDR~controlled actions. A test computer program' in the
MDR minicomputers would compare the incoming test data with their expected values.
Excessive data errors or nonreception of data would indicate a channel failure, and a

backup channel would be automatically established.

The spare LDR (AGIPA) channels could be similarly checked out., The monitor
peints within the DHMS should provide- an indication as to where the test signal was
being blocked. This information would be provided through the display unit to the sta-
tidn maintenance personnel who would then perform detailed tests on the suspect egquip-

ment units, ‘ -

As development of the GS continues, special software routines would be developed
to test all automated station units. The control system cormputers would exercise the
equipment (not supporting current user activities) in an online inode for the special or

normal preventative maintenance operations.
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Although not currently costed, other computer-conirolled test equipment, such
as variable-power IF signal generators that could be modulated with the simulator's
data, special power meters, and bit error rate counters, would be necessary for_the
station, These items could be added, however, after the basic station equipment had

heen installed and checked out manually. ~
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SECTION 12 - MODIFIED DHMS CONFIGURATIONS

12,1 GENERAL

The previous sections describe the systems composing the baseline DHMS com-
pleted during the Phase I study, We now begin a discussion of the MDHMS considerations

investigated during the Phasge II study effort.

Basically the MDHMS brings together an operational capability to direct and
manage the TDRSS. Functions of the DHMS and the OCC are implemented in one com-
posite hardware/ softwafe systém. 1 Two approaches to perform these MDHMS functions
were carried to preliminary systems configurations so that we could estimate system

cost, N

The first approach was to modify the baseline DHMS control system with a com-

poéite control system (CCS) to ‘provide the capability to perform combined DHMS and
- OCC functional operations. This MDHMS is Configuration I, and two costs were
developed using, (1) the PDP 11 minicomputer series, and (2) Varian produced mini-
computers, The second approach was to develop MDHMS configurations that use midi-
~ computers, and all-midicomputer Configuration II was costed using System Engineering
Laboratories' (SEL's) SYSTEMS 86 computers. In similar fashion, Configuration III
was developed with both minicomputers and midicomputers. To estimate costs, the
Xerox Sigma 8 computer represented midicomputers, and the Xerox 530 and System

Control Units (SCUs) represented the minicomputers.

This two-approach attack was performed to develop cost information showing
(1) the impact of collocating the OCC and DHMS functions within one hardware/software
system, and (2) the variation of MDHMS costs using different cbnfigurations and many-

facturers' computer hardware, All MDHMS configurations execute the same basic

1Note that precision orbit and attitude determination programs, and orbit and attitude
maneuver planning programs are not included in the MDHMS software. These orbit -
and attitude programs would be executed on the GSFC computers at the request of the ~
TDRSS operations personnel,
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applications software1 functions; therefore, only one MDHMS software cost was
developed (this adds to the baseline DHMS software cost) ~ $0.6M. However, the cosis
for the computer, data storage, and operations console hardware are based on esti~

- mates from each of the four manufacturers, Hardware costs are given in the introduc-

tory discussion of each configuration.

The following paragraphs describe the MDHMS -functions and software require-
ments t_o. perform the TDRSS OCC operations. A brief introduction to the four hardware
systems is provided, followed by a comparison of the systems and the conclusions
resulting from the Phase II study effort. Sections 13, 14, and 15 present 4 more

detailed description of Configurations I, II, and ITI, respectively.
12,2 MDHMS FUNCTIONS AND SOFTWARE

The MDHMS performs those DHMS functions previously described as well as
those of the TDRSS OCC as deséribed here.  The functions are implemented via soft-
ware (processor) control (i.e., applications programs to be written for the MDHMS).
The control software operates within the CCS made up with six minicomputers in Con-~
figuration I, three midicomputers in Configuration II, or two midicomputers for Con-

- figuration III, (Note midicomputers also perform functions other than control functions,)

Your functional software areas are discussed. They are:

e Command and Control Processors

o TDRS Telemetry Data Processing Processors
e TDRS Daté Display and Control Processors

© TDRS Procedure Control Processor

Seven operator stations (consoles) are provided to operate the MDHMS. They are also

T

outlined in the following paragraphs.

1Specific programs to be developed for the MDHMS,
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12.2,1 Command and Control Processors

The funections of the command control are to input all configuration control com-
mands, buffer and output all spacecréft commands, check verification of all commands,
maintain a station schedule, control and monitor the Monitor Computer System, manage
the storage of the LDR and MDR data, and control the NASCOM data links. The follow-

ing processors are required to perform the commaﬁd control tasks,
12,2, 11 Command Output and Verification Processor (COV)

The purpbse of the COV processor is to receive commands from the command
processor, buffer these commands, transmit them to the correct TDRS, and check the
returned command V;erification to determine if a ground loop failure occurred. | Upon
detecting a failure, the processor will output an error message to the user and oper-

ator indicating the type of command failure detected.
12.2,1.2 Command Processor

The j)urpose of the comm_and procéssor is to buffer commands received from
operator prompts, procedure tapes, and attitude control commands, ta check these
commands for validity and ensure that none will endanger the spacecraft, then transfer
the commands to the command output pfocessor. Also, the processc.u' will provide the
capability of fabricating commands during real-time operation for any of the TDRS or

user spacecraft,
12.2,1.3 Configuration Control Processor

The configuration control processor is to maintain control of all TDRSS equip-

ment through the following tasks:

Ers

& Execute real-time or predefined schedule configuration control commands.l-‘

1Commands to the TDRSs will normally be transmitted through the GS equipment when
the TDRSs are in standby or on station orbits, During transfer orbit operations the ,

- commands will be sent to the NASCOM switching system at GSFC for distribution to . ~
STDN stations,
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e Execute configuration control changes due to automatic system failure

checks.

'© Accept inputs from the monitor system on the status of all ground equip-

ments.

‘@ Maintain a status table indicating whether a unit is degraded, usable, not

available, or presently assigned, and if assigned, to which chamnel or link.

e Performa simulator control check of each link before assignment to a user

is made.

@ After all configuration changes, automatically update configuration status

tables,
e Alert opex;ator persdnnel of degraded or failed equipment,
¢ Maintain a record of the TDRSS configuration.
o Assign the MDR links, and maintain a directory of st-ored'MDR user data.
-3 _Maintain a directory of stored LDR user data. |
12.2.1.4 Schedule Control Processor -

| The purpose of the schedule control processor is to establish the support require-
ments needed over a 24-hour period, to allow for changes to scheduled events, fo be
‘receptive to the need of satellite users, and to resolve conflicts as they occur, The

tasks performed by this processor are:

¢ Establish a 24-hour activity plan (with contingency options) and support
| schedule inputs from satellite users, TDRS orbital data, ground system cqn-
figuration changes, precomputed MDR antenna pointing command sequence;,
and other user and TDRS commands, Changes to this schedule are to be

performed offline,
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o Establish a 2-hour activity plan to be maintained on the online system and

updated as required in real time,
© Output an integrated printout of the activity plan every hour or on demand.

® Accept inputs of ephemeris for all user spacecraft and each TDRS from the

GSFC orbit determination computers via a communication link.

o Output telemetered attitude and position data for attitude determination com-

putation.
12.2.1.5 Antenna Pointing Processor

This processor will generate the nominal slew/track antenna tracking commands
for all MDR scheduled users, ,The ephemeris received from the GSFC orbit determina-

tion group as well as the position of each MDR antenna will be input to this processor.
12.2.1.8 NASCOM Link Control Processor

The purpose of this processor is to control the command and control NASCOM
links. Incoming messages from the GSFC are accepted on onc or two 56-kbps high-
speed communication links (one prime, one redundant). The incoming links contain:
--‘-(1)-comrnand data me'ssages for LDR, MDR, and shuttle users, (2) schedule changes |
{o be incorporated into the activity plan, (3) operational data messages, and (4) ephemeris

messages,

_ OQutgoing messages are output on two 2. 4-kbps NASCOM composite status links.
‘The outgoing messages contain (1) command verification fatlures detected, (2) current

system status, (3) users being serviced, and (4) problem status summary bits.

12.2.2 TDRS Telemetry Data Processing System

3

The telemetry data proceésing computer system functions are to control, process,
display, printout, and distribute TDRS housekeeping telemetry data, Also, to control
~the assignment of LDR downlink AGIPA channels and either provide_ temporary storage
for up to 2 hours for each TDBSS user or have data throughput directly to the LDR
users. The following processors are required to perform the telemetry data pr ocessfmg'
tasks. '

12-6



12.2,2.1 Data Acquisition Processor (DAP)
| The purpose of the DAP is to:

o Accept telemetry data from all three TDRS, decommutate, validat'e, limit

check, and distribute data to three separate data buffers, 1
¢ Maintain a history data tape of TDRS housekeeping data.

e Block and transmit attitude data blocks in near-real-time to the GSFC

attitude determination group via the communication links.

@ Maintain control of each LDR AGIPA downlink channel, store all required
LDR playback data, output this stored data upon request to the NASCOM

communication interface,

o Block and process all range and range rate (R&f{) data and schedule the
playback of this data to the NASCOM interface on any three range and range

rate data links.
12,2.2,2 Telemetry Data Processor

The purpose of this processor is to‘accept decommutated telemetry data from

" the Data Acquisition Processor aﬁd perform the following fasks:

@ Select particular telemetry data items, process them and output them to

displays and printouts,
® Maintain current status of each satellite,
¢ Provide options to print and/or record raw data.

® Select telemetry data items from each satellite, average these values over

time, and store the averaged values in a special data buffer,

1 . . . - y
During transfer orbit operations, the TDRS telemetry data will be accepted in standard
formatted messages from the GSFC NASCOM switching systems.
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e Maintain and update data files of current calibration data, coefficients,
engineering descriptors, special engineering equations, and telemetry

data items averaged over time,

¢ Provide the capability of sequentialiy printing in real time any limit failures,
changes in equipment status, commands being output, operator messages,
and system-detected failures, This same information will be blocked and
stored on a history tape, This capability provides a complete history of

spacecraft operations,

e Snapshot telemetry data of each satellite subsystem; examples are: power,

communications, data processing, and control system snapshots,
e Data plotting printouts of spacecralft parameters.

. Sequeﬁtial pr'intout capability of up to 12 data items, inéluding telemetry

| data, equations, and system-calculated items, such as attitude determina-
tion data; all are to be printed sequentially with each page containing a
header and each data row containing GMT time, spacecraft time, and the

data items requested,

® Provide composite status of each satellite for display on each GO/NO~-GO
status panel and the TDRSS status display board (SDB). Figure 12-1 shows
an example of the SDB.

@ Maintain a data history file for real-time access which will permit opera-
tions personnel to call up data for trend analysis and TDRS performance

evaluation.

12,2.3 TDRS Data Display and Control System

The TDRS Display and Control SyStem is to be designed to give an overview of
the complete TDRSS operations. This processor will drive multiple operator consoles,
consisting of CRT displays, keyboard, and command control input panels, The display

and control processor executing on the MDHMS computers will provide the féﬂowing g

capabllities;
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o Drive a CRT display system with a fixed header area of four lines and an
assignable page of 16 lines for eacﬁ display device,. The fixed area will
contain header information, such as time, operator messages, failed limit
information, commands being manually generated, and group commands

being requested. The assignable page areas will provide the following dis-
play pages: o ' '

e Power data

¢ Communication data

e Thermal data

o  Aftitude data

o Propulsion data

e Event data

s Command group Coee
e Limit

e Schedule

¢ Variable telemetry format,

@ Accept operator prompting from keyboard consoles for controlling the real-
time and offline TDRSS bperations. All manual commands, special attitude
control commands, instructions to remote operator station, initializations,
reassighments of data Hmits and CRT variable page options, and all other
operational inputs will be accepted by the computer, checked for validity,

executed or responded to with an error message in cases of erroneous inputs. '

e Support a control input panel providing capability for quick reaction response

to operational procedures or problems, The control panel will contain:

e Thumbwheel switches for the selection of group commands and CRT

page displays |

e Pushbuttons for procedure and/or schedule controls, for command

¥

execution and command verification recycling, and for data processing

control,



Five operational consocles provide the man/machine interface for the TDRSS. A
concept for the OCC layout is shown in Figure 12-2. In addition, two GS consales are
provided, Figure 12-3, for maintenance and bac}mp.- The GS consoles would be lo-
cated in an area physically separated from the OCC area, All seven consoles are driven

and serviced by the control computers,

12.2.4 TDRS Procedure Control Processor

The TDRS procedure contral processor will provide operational personnel with
a mechanism for planning and executing engineering spacec raft tests and scheduling
procedure sequences in «n orderly manner. I will provide the capability to accept
procedure statements from a digital tape recorder or a card reader, where each pro-
cedure statement has a program name followed by a set of input arguments. Each pro-
cedure statement will perform a particular function, Procedure statements to be '

provided are as follows:

e Analog value testing (testing for greater than, equal to, or less than) value

indicated
s Status test (determine whether a bit is a 'one’ or 'zero')
e Jump 'n' number of lines
e Maintenance and editing of proéedure tapes,

Any of the system processors can be incorporated into a procedure, such as spacecraft
commands, printouts, limit checks, CRT page format changes, or any other control

inputs which may be required during satellite operations.

This processor accepts inputs from procedure fapes via peripheral devices, such
. ]

as digital tape recorders or card readers. Each statement on the procedure tape is’

executed sequentially and activates some output peripheral device, such as a printer,

display, card readér, magnetic tape, or performs a specified control function.
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12.3 CONFIGURATION I: DEC PDP 11 SERIES MINICOMPUTERS

The OCC functions are incorporated into the baseline DHMS by modifying the
Control System (Unit 20, Figures 2-1 and 4-1) and replacing the PDP 11/40 machines
in the TDRS and Orderwire Downlink System (Unit 80) with PDP 11/45 computers, A
diagram of the CCS is shown in Figure 13-1,

Four PDP 11/45 computers are used in thg CCS as were used in Unit 20, How-
ever, their power has been increased beyond those in the unmodified Control System., -
This increase is effected by using solid state (bipolar and metal oxide semiconductor
(MOS) 16K words) memories, increasing the size of the magnetic core memories (from
28 to 48K words), and adding floating~point arithmetic hardware. Further, a disk con-
troller and 2 disk packs (20M words each) have been used for each of the four computers,

" Other small peripheral itex;gs shown attached to the computers (i.e., bootstrap circuit,
clock, etc.) in Figure 4-1 are included for 'thle CCS computers but not shown in Figure
13-1, Some organization éimplification in the. peripheral sets and switching was made,
Basically, additional interfaces to control consoles, data storage, and printers were
added to the baseline eﬁ_:_uipment and arranged in five Unibus sets rather than eight sets

as before.

The CCS now drives and services seven operator and maintenance consoles, an

increase of four units over those in the baseline system. Functions of the four CCS

computers are:
° TDRSS Command and Control
e TDRS Telemetry Data Processing
‘e. éCS and GS Monitoring
® | Off/On Line Backup and Special Data Pr:crcessing.

Paragraph 12,2 described the additional software routines that are added to the base-
line routines to run in these computers. As in the DHMS, the MDHMS CCS also does
not have single points of failure. Greater detail is provided for the PDP 11 computer

L4

series Configuration I in Section 13,
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Only delta costing was performed for the PDP 11 series Conf1guratwn I. The
hardware cost is $400K that includes a 10 percent price increase made by the manu-
facturer during the time the Phase II study was performed. The implementation cost
is 80 percent of the hardware cost - $360K. Therefore, the price increase for the
bhaseline MDHMS over the baseline DHMS is $1,360.0K [$600K + $400K + $360K =
$1, 360, 0K]. This pnce can be compared to that of a remotely located TDRSS OCC to

determine the cost benefit in separate or collocated MDHS and OCC capabilities.

Because of the 10 percent price charge, the baseline DHMS costs provided in
Section 2 must be increased to $8,24:!3‘.4Kl from $7,927. OK]'. Therefore, the'total
estimated cost for the MDHMS Configuration I with PDP 11 computers, is $3,609.4K.
Of the total cost, $2,264,6K is associated with the computer hardware (includes
peripherals, interface ClI‘CUlltS ete, ), data storage equipment, and operator and main-
tenance consoles, This compomte (computer, storage, consoles) hardware cost will

be compared for the different configurations.
12.4 CONFIGURATION I. VARIAN DATA MACHINE 73 MINICOMPUTERS

Varian 73 minicomputers‘ were configured similarly to the DEC's machines for
. Configuration I to obtain a cost compavrison for the MDHMS, Operation of the system
_ _js.the same as for the DEC computers so the description is not repeated, A diagram

of the Varian configured system is shown in Figure 13-2,

Fewer Varian computers are used than DEC computers because: (1) bus control |
computers are not needed (a PDP 11/05 is used with each PDP 11/45 computer in the
MDR/ Shuttle Downlink System), and (2) one Varian 73 controls two AGIPA channels
rather than using one PDP 11/05 for each channel control. (Characteristics of the

computer systems considered during the study may be reviewed in Appendix C.)

A microprogrammable control memory in the Varian machines is considered an
asset because particular data handling routines, for example LDR frame synchroniza-

tion, can be microprogrammed to decrease the computer execution time required over

T .
_ Includes the AGIPA modification for 30-channel phase and amplitude control,
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that of a conventional control memory computer, Also, the microprogram capability
provides for emulation of other machines (conventional memory and processor designs)
so that possible future GS system modifications could be somewhat more easily per-

formed than with DEC computers.

The composite hardware (computer, storage, ’consoles} cost using Varian 73
- computers is $2, 184; K. Further description of the Varian computer configuration is

provided in Section 13,

12.5 CONFIGURATION II: SEL SYSTEMS 86 MIDICOMPUTERS

'Although the MDHIMS functions can be adequately performed with minicomputers
it is valuable to consider the cost and design of a systein configured with midicomputers.
For this report a midicomputei‘ is defined to have a 32-bit computer word and cost less

than $300K for a mainframe cbntaining 16K words of magnetic core memory,

Configuration II is an all midicomputer system using three SEL SYSTEMS 86
machines, Figure 14-1 shows the system layout. Single point failures do not occur,
but a finite recovery time is requi'red if one of the two prime machines should fail,

Because half of the users' data would be handled by one prime computer, a failure

would be noticed by possibly 10 users simultaneously. This is not considered a serious
problem, but in the Configuration I systems, a single minicomputer failure would only

“interrupt data to one or two users before the system would effect recovery,

" There are significant advantages in using the midicomputer rather than mini-

computers,

@ Ease of concentrating and switching several LDR users data streams for

input to the disk storage system and NASCOM links
o Fewer computers to intercomnect in the MDHMS

e Increased computation power for scheduling and attitude determination

programs
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o Lower software development risk
¢ Less implementation cost percentage,

In the baseline DHMS LDR user data pass through switches to the NASCOM com-
munications channels. Each AGIPA LDR data stream was redundantly interfaced to a
minicomputer that in turn enabled the data to be recorded on the magnetic disk system.
For the midicomputer MDHMS, the LDR data are concentrated on input to the computer
in one computer memory bank, Data are then software directed to the disk storage
system or to computer interface circuits with the NASCOM channels, In either event, -
software can control the data output to redundant storage elements or communications

channels without hardware switching operations,

Becausé only two or three midicomputers must work together, it is simpler (in
both hardware and software) to interconnect them than the 23 to 40 minicomputers
performing the data handling and control operations, Further, the cost of computer

" jnterconnection and peripheral switching hardware is reduced because less equipment

is required,

The midicomputers have 64K words of core memory (includes shared memory)
and 32-bit words for mainframe programs ahd data buffers. In effect this is a sub-
stantial increase in power over the 16-hit word minicomputers. Fewer instructions
are generally required to execute a program operation, and less read-in, read-out of
memory to and from disk program storage is required with the larger machines. Less
computer program development risk will be experienced if midicomputers are used
than by using smaller machines; i.e., it will be easier to get the basic MDHMS soft~-
ware to work properly. There is no reduction in programming cost for the midi- -
computer system, however, because more time will be requiréd to system test the *

composite MDHMS software than would be required to test the smaller midicomputer

systems packages,

Perhaps the most significant advantage of the midicomputer system over the

minicomputer. systems is that system costs for computer, storage, and console

. 12-16



_hardware includes manufacture, integration, documenting, and hardware/software
testing by the computer builder, The MDHMS contractor therefore needs to be con-
cerned only with connecting the composite system to the remaining interfaces and
performing the applications software programming. For the minicomputer system the

_computer interconnection, peripheral interface engineering ete,, must be performed

by the MDHMS implementor.

Because of simplifications the implementation overhead of 90 percent is reduced
to 70 percent for the composite hardware as a result of decreasing the installation,
integration, and system test percentage to 20 percent from 35 percent and the system
documentation percentage to 20 percent from 25 percent, (The previously used imple-
mentation percentages are described in Paragraph 2,5.) Note thét this percentage
decrease does not apply to the remaining MDHMS hardware (AGIPA circuits, com-

mand buffers, ete, ).

The preceding midicomputer advantages were considered a reasonable justifica-
tion to examine other than ﬁlinicomputers for the MDHMS, Configuration II uses three
midicomputers with some specially designed interface hardware processors (interface
cards) rather than the several minicomputers used in Configuration I, Interface pro- _
cessors are designed to frame synchronize the LDR and MDR user data streams, for
example, where these processors replace the more conventional frame synchronizers

or synchronization action effected through programmed minicomputers.

Forward and return links and the NASCOM channels interface with the SYSTEMS
§6 computers through thé interface synchronization cards to multiplex direct memory
channels that in turn are connected to a multiport, multibank core memory, The multi-
plexer channels are directed by channel control words (CCW) and automatically cha.ijnr
the CCW together so the computer only services an established data channel at message
or storage block intervals, This requires several microseconds at each filled message
or block interrupt interval. Each memory bank within the core n{emoi'y has an independ-

ent access from the other banks, Therefore, data I/0 cycle stealing is not performed .

-~
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(i.e., the /O operations and computer programs are axecuted simultaneously in
separate banks, requiring memory cycle. delays only when the program must access
an item of data from a high activity bank). Occasional cycle delays would be experi-
enced by the directing program when inserting NASCOM message headers and STADAC

type information for the GS to user data messages,

Separate memory banks are required for the MDR, LDR, OCC telemetry process--
ing, main operating systéms, AGIPA service, and the incoming and outgoing user
- command and ground station control programs, The banks are both dedicated to one of
the two operational (prime) computers and also shared by the three computers as shown

in Figure 14-1,

Half of the user data return links would be handled by each of the two prime
machines. The third computer is an on-line backup and is used for program develop-
ment, modification, or special data testing or processing. Should a prime computer
fail, the backup machine would replace its functions. During the replacement activity
the operational prime machine would handle as much of the failed machine load as
possible, but a noticeable break in several users' data streams would occur during the

recovery operations.

A cursory loading analysis ‘for Configuration II indicated prime computer utiliza-
tion above 50 percent, which was believed too high because loading a real-time proceésor
heavily increases the response time for handling interrupt activities and tends to in-
crease the software cost. [Less than 50 percent utilization was an arbitrary study
constraint because machine utilization much above 50 percent (say 75 percent) can in-
crease software costs by 50 to 80 percent due to the programming effort required to get
everything working correctly (interrupt routines providing proper service within a fif;ne
constraint, super prograinmers required to save a few core locations, ete,)j. There-
fore, we have a certain benign unused hardware factor, but the current computer hard-
ware cost is about equal to the software cost. Decreasing the hafdwafe cost by 25 |
percent could very well add 50 percent te the programming (software) costs producing ..

2 net MDHMS cost increase. Note that the machine utilization factor lead to Configuration
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IiI where the midicomputers are augmented with controlled minicomputers or data

processors which handle trivial activities but unload the midicomputers,

The cost of SEL computers, storage, and console hardware is estimated at
$2,215, 5K, slightly less than the DEC equipment cost estimate, Even though each
midicomputer costs more than a minicomputer, only three midicomputers with inter-
face connections are required as opposed to several minicomputers and interface

circuits required in the DEC system.
. 12.6 CONFIGURATION ITI: XEROX MIDI AND MINICOMPUTERS

Configuration III was developed to overcome the Configuration II computer utiliza-
tion excess, Two Sigma 9 midicomputers, one Xerox 530 minicomputer, and 37 Sys-
tem Control Units (SCUs), representing miniprocessors, are used in the design shown

in Figure 15-1.

The midicomputers provide the systerﬁ and data management and OCC data
processing power, Only one computer is required to run the system, and the other
machine is an off- or on¥line backup that can be used for software maintenzince, special
processing activities, ete, Both computers have multiport core memories and access
to shared memory for computer intercommunication. Return link user data are not

put through the midicomputers normally, only when temporary data storage is required,

The Xerox 530 minicomputer monitors the midicomputer activity and can be used
as a data simulator or simulator driver during MDR and LDR return link checkout,
. The SCUs are microprogrammable processors that interface to and are countrolled by
the Sigma 9s. Twenty-four SCUs operate the AGIPA channels, synchronizing the LDR
telemetry data, and output NASCOM messages to the communication channels. Her;‘,,
operation is the sa&ne as for the PDP 11/05 used in AGIPA channel control, Other
SCUs 5and1e the MDR user data, concentrate the LDR data streams for input to the
midicomputer during recording, ar;d preprocess the TDRS housekééping data prior to

entering it into the midicomputers,
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Configuration III system availability is high because a computer or processor
failure would only momentarily affect one user data stream before another system
unit would pick up the failed unit load, However, the hardware system is overqualified
because one SCU could handle two or three AGIPA channels, Reducing the number of
SCUs would reduce the system cost, which is currently greater than the cost of other
configurations, Another tradeoff is to consider other manufacturers' miniprocessors

for the MDHMS,

Currently the Xerox computer, storage, and console hardware cost is estimated
at $3,425. 1K, considerably greater than the estimated costs of other systems. How-
ever, pricing changes expegtecl to be announced during August or September could
reduce the current cost estimate to a value more competitive with the other configu-

rations,
(12,7 CONFIGURATION COMPARISONS AND CONCLUSIONS

Preceding paragraphs have introduced the three composite system configurations
conceptually developed and priced during the Phase II DHMS study, The following
paragraphs compare the MDHMS designs and present our conclusions resulting from

the study effort. ——

Table 12-1 shows the purpose of the computers used in the three configurations,
All designs were based on eliminating single points of system failure by including re-
dundant or modular equipment. Further should equipment fail, the systems degrade
somewhat gracefully in that critical functions are doubly backed up except for Configu-

ration ITI {only two control computers are used),

All systems are automated to the extent that operators or‘maintenance personneil
" only monitor the system displays when all of the equipment is funetioning normally, '
Thus they may perform system tests, analyses, maintenance activities, and service
user requests without fear of the system operation failing because they did not

activate a switch or read a metfer at some critical time.
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Table 12-1. Prime and Backup Computers Used in MDHMS Configurations

Configuration
_ I I
MDHMS Compﬁter Functions PDP PDP Varian SYSTEMS | Sigma | Xerox | Xerox
11/45 11/05 73 9 530 5CU
P B P B P B p !B lPi{BIP|B | P|B

1, Contr61 Computers

Control and Command 1 3,4 1 3,4 1,2 (12,3{1 |2

TDRS Telemetry Data Processor 2 3.4 2 3,4 [1,2 12,31 |2

Monitor 3 4 3 2 3 1 |N

Special Process and Backup 4 N 4 N 3 N 2 IN
2, TDRS Return Datz Handling 5 G 5 6 1,2 13 1|2
3. MDR Return Data Handling 7,8,9 10,11 |1,2,3 | 4,56 {7,8,9 (10,11 1,2 13 3|11
4, LDR Return {AGIPA) 5 —= 29 12 — 23 1,2 13 12237
P - Prime Computer
B - Backup Computer

N -

i
v

None




Sufficient com‘puter power is available within the MDHMS to eliminate any real-
1ime need for the GSFC large scale computers, Exceﬁt-for Configuration II there
probably is more computer hardware in the GS systems than would be specified after
a detailed loading analysis of the computer sys:.tems was performed, There are two
reasons for the possible excess, Detailed specifications for the MDHMS have not been
generated so an additional computer or greater core capacity was included to ensure
auﬂiciént capacity, A further reason is that programming can be somewhat inefficient
and still work satisfactorily in the systems, Attempts to optimize the machine utiliza-
tion in real-time systems is expensive and could cost several times the potential hard-

ware cost savings, Therefore, we have some benign waste of computer power,

Not all necessary software has been included in the MDHMS, Precision TDRS
orbit and attitude determination programs must be run on the GSFC computers. These
machines are also required to run the TDRS position and attitude maneuver programs,
‘The reasons for not performing this software work at the GS are (1) the GSFC programs
have been developed forj other eatellite projects on the large scale machines and it
would cost less to modify the programs to operate at the GSFC than attempt to rewrite
them for the MDHMS computers, (2) the programs are not required to operate in real

‘time, and (3) the load on the GSFC machines would be increased within acceptable
limits,

If the MDHMS uses midicomputers, the orbit and attitude programs could be
modified to operate at the GS after the system is firmly established, with the possible
advantage that all TDRSS operations could be performed at the GS. Also the cost for
the software would not be included in the initial GS development cost, All the informa-
tton then required from the GSFC is the list of spacecraft to be .supported, spacecrafﬁ‘_
orbit data, and the TDRSS tracking data from STDN stations,

Some assessments and descriptors of the configurations are summarized in Table
12-2, Comparing the configurations provides insight into the advantages and disadvan-~
iages of the systems, Functional simplicity defines a degree of MDHMS equipment f',

fascilonal separation within the configurations, which all use two to six computers in
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Table 12-2.

Configuration Compafisons

MDHMS Descriptors Configurations

I (DEC) | I (Varian) | II (SEL) | I (Xerox)
Functional simplicity (Relative) Medium Medium Low ‘Medium
Reliability /availability (Relative) High High Medium High
I—_Iardware risk (Relative) High High Medium Low
Software risk {Relative) High High Medium Low
Software cost (Estimated) $2,400.K | $2,400.K | $2,400.K $2,400. K
Corhputer, data storage, console hardware cost (Estimated) | $2,264.K | $2,184.K | $2,215.K $3,426.K
Other hardwaré and implementation costs (Estimated) $4,946.K | $4,873.K | $4,287.K $5,305.K
Total MDHMS cost (Estimated) | $9,610. K | $9,457.K | $8,902.K | $11,131.K
Computers in configuration (Number) 40 23 ’ 3 40
Types of computers used* (Number) 2 (A} 1(A) 1 (B} 3 (A, B, C)

*Typés;: A - Minicomputer
B ;' Midicomputer
C-- Special Processor

|
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confrolling, scheduling, moenitoring, and operating the TDRSS., This is a multiprocess-
ing, multiprogramming environment, Each function shares the use of the computer

assets,

At best, Configurations I and III have moderate functional independence., Because
the minicomputers perform fewer functions within a given machine, their configurations
are a little simpler than Configuration III, but this aspect is diminished because six
machines must Work toget'her. Because all functions (control and user data handling)
are performed in the few Configuration II machines, this configuration is the most com-
pleﬁ. Ideally one would perform only one or two functions per machine, but this would
be prohibitively expensive, (Note that the assessments are made for the configurations,
not the computers, The Configuration II machines could be used in Configuration ITI,

and vice versa,)

- Reliability and availability are significant MDHMS descriptors because of the
large number of spacecraft to be supported by the TDRSS and the single TDRS OCC
location. Minicomputer .Systems are rated high on availahility because of the computer
multiple redundancy whereby all critical forward link processes can be backed up two-
fold, Also multiple simultaneous computer failures (a very improbable event) could
be overcome by physically moving and connecting a similar _machine to replace the
computers that were performing critical functions, Less machine backup is available
for the midicomputer systems, Configurations II and III, But the larger machine |
confipurations are at loast singularly redundant in the performance of all eritical func-

tions,

The hardware risk assessment favors the midicomputer systems. It is felt that
fewer hardware interfacing problems would ocecur hecause of the fewer machines to
interface and because the computer manufacturer would have to overcome intersystem
problems prior to system delivery, Configuration II is rated as medium risk because
some complex interface processors (felemetry frame sjnchrorﬂzation cards, etc,)

would be developéd for the system.
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Software development is a significant area because of the possible cost increase.
‘Multiple independent computers and interiaces and programming constraints and con-~
siderations that must be observed assign minicomputer systems a high risk, The
midicomputer systems are considered as better risks. Configuration II is not as good
as Configuration IIT because of the multiple interrupt processes that the Configuration

II machines must handle,

Although software risk factors are different, the estimated soiftware costs for
-all MDHMS configurations are the same - $2.4M - considered sufficient for the initial
programming to get the TDRSS operaﬁénal. The risk factors show that there is a
greater chance that Configuration I éoftware costs would be increased rather than the
midicomputer program costs, It is expected that software maintenance and modifica-
tions will add an annual prpgramming cost for the operating TDRSS, which would de-
crease as the software bug\:s were removed and as the oﬁerations personnel and users

become satisfied with the ;service and operational MDHMS characteristics,

The next level in Table 12-2 compares computer, data storage, and console hard-
ware costs for the different configurations and manufacturers’ equipment. All equip-
ment producers are considered to be establiéhed computer designers and manufacturers
and to fabricate acceptable commercial quality hardware, The cost differences between
“ihe DEC and Varian hardware prices for Configuration I indicate that possible savings
can be obtained by considering other manufacturers' minicomputers equivalent to the

DEC and Varian systems, The relative cost agreement, however, verifies the approxi-
mate cost estimate of the hardware subset that can be considered reasonable for a fully
. implemented MDHMS, Of course all prices are subject to change because of competition

and demand,

Configuration IT midicomputer, storage, and console hardware prices are about
the same as the Configuration I costs, but the Configuration II systems loading is too
high, Thus, additio.nal processing power would have to be added to have an acceptable
system. Considering this and the current Configuration IlI-costs, we conclude that

- midicomputer hardware will cost more than minicomputer hardware, However, the
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estimated lower midicomputer implementation percentage (70 percent versus 90
percent for minicomputer systems) could offset all or part of the increased larger

machine costs,

A significant MDHMS implementor 'advantage and the reason for assessing the
midicomputer hardware risk as better than the small machine risk, is that the larger
computer manufacturer's integrate the basic computer and peripherial equipment,
“They know their equipment better and are better equipped to integrate disk umits, etc,,
during the building of the computers. Another reason for the reduced midicomputer
hardware risk is the higher transfer rates (I/O rates) of midicomputers over mini~
computers. This fact can sighificantly simplify the disk/computer interface for the
size of disks required in the MDHMS, Multiport midicomputer core memories (com-
pared to single or two-po;jt minicomputer memories) more readily support the MDHMS
operations than c:ompnsitehsets .of smaller computer systems., The estimated total -
implemented MDHMS costs include all hardware, implementation, and software costs,

A cost of about $3.4M to $9.8M appears reasonable for the fully configured MDHMS,

Because all systems have modular hardware elements, less than a fully con~
figured system could be initially installed, and the system could be completed as the
TDRSS service demand increased, which would allow for a lower TDRSS first cost.

’fiw number of the computers in the configurations and the loading problem of Configu-

 ration II indicate that a practical MDHMS will have approximately 20 to 40 computers
and special processors of up to three types. At least two types appear desirable -

midicomputers and minicomputers,

The preceding configuration comparisons would not have been possible if only one
configuration or computer type had been studied. Other configurations are possible
and many other computer manufacturers' equipment could have been costed. However,
additional studies are not warranted until specific MDHMS requirements detail the
TDRSs that will be usec and their characteristies, and until the NASCOM MDHMS-to~

s

GSFC communication links are defined in detail, U /
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As an aid in the sﬁecifications development, we present the follewing conclusions

reached as a result of the study efiort:
© Minicomputer systems are adequate and cost effective for the DHMS,

® Midicomputers and minicomputers (or controllable processors) are re-

quired for a cost-effective least risk MDHMS development,

¢ Function simplication' of the MDHMS can be effected if the OCC scheduling
and configuration control functions are performed by the DHMS, This

would permit a minicompufer OCC and a midicomputer/ minicomputer DHMS,

e An AGIPA channel should have a small minicornputerl Or microprocessor
to perform the channel phase and amplitude control that is built into the
AGIPA signal processing circuitry, It should have a read-only memory
{ROM) for cont;:bl and a read/write memory for LDR data, control vari-

ables, and monitoring data,

® LDR data can be frame synchronized in a computer interface card costing

about $3.K in quantities of 30, and operating at data rates up to 100 1-:bps.2

- Although certain other conclusions were drawn, they pertain to specific DHMS and

*;AAf__M_l__)HMS structures, and those provided are significant in that we e¢an recommend two

MDHMS concepts based on possible operational responsibility separations within the GS.

Assuming first that one operational organization is responsible for all GS and
- TDRS operations, we recommend a three midicomputer controlled MDHMS directing a
~ configuration similar to Configuration IT where each AGIPA channel is controlled by a
Separate minicomputer or process controller, the LDR user data are frame synchronized
by midicomputer interface cards, and a separate frame synchronizer and minicomputer

are used for each MDR user channel.

1’I‘h1s would be smaller than the units considered in the study, such as the "Naked
M:.m " a Computer Automation, Inc. product, ete.

F_rom SEL pricing.
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The second assumption is that one organization is responsible for the antenna,
RF/IF, and simplified OCC operations, and that another organization is responsibie
for monitoring, scheduling, configuration commanding, and operating <the user forward
and return link communications and data handling services. In this case we recommend
splitting the MDHMS functionally where the TDRS OCC funclions are performed with
four minicomputer systems; and a two midicomputer directed DHMS performs the
scheduling functions (removed from the OCC operations), etc,, where the LDR and
MDR return links are handled the same way as for the one organization operated

MDHMS.

12-28



SECTION 13 - MINICOMPUTER MDHMS CONFIGURATICNS

13.1 GENERAL

Operation of the TDRSS is directed and controlled by the baseline MDEMS
Composite Control System (CCS), which is a direct modification of Unit 20 (Section 4).
This section provides a description of the CCS for Configuration I that was conceptually
déveloped using DEC manufactured PDP 11 minicomputers. Also presented is a Con-
figuration I discussion where Varian produced minicomputers re'place the DEC equiﬁ— ‘

ment.,

13.2 DEC EQUIPPED CCS

13.2.1 Qperations

The CCS diagram is shown in Figure 13-1. Interface. connections are simplified
with respect to Figures 2-1 or 4-1; however, the same circuits and communication

interfaces exist.

Where detailed operational schedule and command information from the GCC would
have been received by the DHMS, this information is now generated by the CCS, However,
thé Network QCC (NOCC) must inform the MDHMS of the spacecraft (S/C) to be supported
by the TDRSS, the §/C orbit information or ephemeris, and the kinds and amount of
support required. In turn, the CCS will generate a detailed GS and TDRS schedule of

time phased operations and the commands necessary to effect the schedule.

Two time schedules would be maintained. One schedule would handle operations
for the next 2-hour period, and a longer period schedule for the next 24 hours would be
maintained. Both schedules would be updated hourly. The shorter time schedule
would direct the TDRSS operations if not manually overridden by the MDHMS operators.
Data in the longgr time schedule would be moved to the shorter schedule at the update

-,

times.
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The scheduled maintenance philosophy is simple, capable of implementation,
“and we recommended it. Basically there is a time "work buffer’ so that the detailed
command generations are carried out before the commands are used to direct the
system. For example, a support change to be effected 2 hours after the time the
change was received would not impose a computation load on the MDHMS direction
with respect to the next 2 hours because the detailed commands woulﬂ have already
been generated. Therefore, 2 hours of computer time would be available to generate
commands for the period 2 to 4 hours hence. Further, should NOCC directed support '
not have been changed for the period 8 to 48 hours in advance of the current time,
then the MDHMS would be working on the schedule comma_nds for the period 24 to 25

hours advanced.

- Information from the NOCC would be received per the command and verification
links from the GBFC. Response to the NOCC from the MDHMS would be supplied on a
new communications link (not used in the baseline DHMS}, .which would also be used
fo supply the GSFC TDRS orbit and attitude programs with some TDRS telemetry data.
The data would be used in the orbit and attitude and maneuver programs, and they
would be stripped from the composite TDRS housekeeping data links. During TDRS
transfer orbit operations, the TDRSS OCC would also supply TDRS commands to the
GSFC through the new link for disiribution via the STDN to the TDRSS.

Section 4 and Paragraph 12.2 describe other .operational details that are not
repeated here. Operator control of the TDRSS is effected through seven consoles

_ driven by the CCS. These consoles were shown in Figures 12-2 and 12, 8.
13,2.2 Hardware

The operator congoles are connected to the CCS shown in Figure 13-1, Each
console has three or four panels that are numbered, Their interfaces are indiéated
in the Configuration I composite control system diagram. Fewer Unibus peripheral

switches are used than before to simplify some of the CCS rééovery software and

' operations.
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Five peripheral Unibus systems are used, of which two are required to support
the MDHMS operations. These are the command and control and telemetry data pro-
cessing systems, and each is backed with a redundant system (four systems). The
fifth system is used to support program maintenance activities and special data pro-
cessing, The offline and data processing Unibus'system is not backed up because its

- operation is not essential to the TDRSS online activities,
13.3 VARIAN EQUIPPED CONFIGURATION I

The Varian Data Machine Configuration I (Figure 13-2) uses twenty-three Varian
73 compﬁters, arranged in four major groupings. The first group of four computers
is used for command and qontrol, for TDRS telemetry processing, for system monitor-
ing, and for offline backu;f and special data processing, Each computer has 64K words
of core memory, 512 wor‘ds of writable control storage, a memory management sys-
tem, floating-point hardw;re, direct memory éccess (DMA), priority memory access
(PMA), a priority intermipt module (PIM), a disk storage of 14, 5M words, an ASR 35
teletype, a 300-card-per-minute card reader, and a 600-line-per-minute line printer,

The monjtor system controls the Consgole Status Panels, Numbers 181 and 21,1

-——-and th.e CRT display and keyboard of panel 22, 'The offline system directly controls
the CRT display and keyboard, panel 17 and the ASR 35 teletype of panel 20, Addi-
tionally connected to the offline system is a magnetic tape controller with three tape

drives (800 bpi and 75 ips),

Any two computfers can handle the requirements of the MDHMS control with no
real-time support degradation. The remaining peripherais are controlled via special
peripheral bus switches, configured so no one failure can degrade the real-time

operating system,

1
““The panel numhers are shown in Figures 12-2 and 12-3, .
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The eight peripheral bus switches control the MDHMS I/0 equipment, Peripheral

Bus Switches (PBS) 1 and 2 are redundant and control redundant equipment to give the

required backup capability. ‘The following equipment is interconnected with PBSs:

PBS No. 1 and No. 2

L]

Uplink command and command verification links
Test simulator

LDR downlink computers (12 Varian 73 computers) via a multiplexer
module interface which is connected to a Universal Asynchronous

Serial Controller
The last three MDR computers are controlled by the same multiplexer

-The first and second MDR computers are directly connected at the

output of the peripberal switches via a Universal Asynchronous Serial

- Controlier

Relay controls for the MDR and LDR user matrix switches

Command and schedule links from GSFC (two 56-kbps simplex data links)

Switches No, 3 and No, 4 control input and output as indicated below:

e

Output composite status of station via two 2.4-kbps NASCOM links
“Output attitude determination data via two 2, 4~-kbps NASCOM links

Peripheral bus switch number 3 also handles 256 analog inputs, 256

bi-level inputs, and 128 control outputs.

Peripheral bus switch number 4 also handles the backup 128 control

outputs,

“Data from each of the TDRS downlink computers.
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Periphera} bus switch number 5 controls the input/cutput of the control panels

3, 6, 9 and 10, the CRT/keyboard panel 11, the teletype of panel 23, and a

600 lines per minute printer,

Peripheral bus switch number 6 controls the inputs/outputs of the control panels

13, 14 and 17, the CRT/keyboard of panel 15, and a magnetic tape controller
with two drives (800 bpi, 75 ips).

~ Peripheral bus switch number 7 controls the CRT/keyboard of panel numbers 2,

5 and 8, the status panel of panel 1 and 4, and a 600-lines-per-minute printer.

Peripheral bus switch number 8 controls fhe CRT/keyboard of panels 12, 16 and

19, the status panel 7, and a magnetic tape controller with two drives (800 bpi,

75 ips),

To provide intercom;;uter backup and maintain status and schedule for de‘graded
operations, the following intercomputer capabilities are provided, Between the com-~
mand and control computer (C1) and the monitor computer (C3), a shared 16K word
core memory is provided., Beiween the telemetfry processor computer (C2) and C3, a

___g!;ag‘éd 16K core memory is also provided. Between the offline system (C4) and the

online systems, computer-to-computer DMA interfaces are provided between C1 and

C4, between C2 and C4, and between C3 and C4.

The second group of two computers is used to accept three TDRS housekeeping
telemetry data streams, These fwo computers have 32K words of core memory, a
7512-word wrif:‘able control store area, DMA, dnd an ASR ;35 teletype, The'TDRS down-~
link system is designed so each computer can be programmed to accept the inputs from
one, two, or three TDRS., Data received by each computer are frame synchronized,
‘buffered, and output to the online system. Control of each computer is maintained by

the online system.,

-

A third grbup of 12 computers is programmed so every cofnputer accepts the |

inptits from two I.DR AGIPA channels and either throughputé them directly_to NASCOM

13-7



on the correct user link via a matrix user switch, or cutputs to bulk storage via the
MDR computers 1 and 2, Each Varian 73 computer is controlled from the online system
to program its AGIPA channels for particular LDR user data streams. The functions

performed by each LDR Varian 73 comi)uter are:
e Input data from two AGIPA channels

© Frame synchronize the LDR data from each AGIPA channel, block each
into NASCOM format, and either output to correct user or output for

temporary storage
e Control each of the AGIPA channels
® Provide status of each channel to the control computers

Each of these 12 computers is configured with a 16K word core memory, 512 words of

writable control storage, and DMA/PMA interfaces.,

A fourth group of 5 computers has 40K words of memory., memory management,
512 words of writable control storage, DMA and PMA interface logic, Each computer
is designed to accept the output of four frame synchronizers with the maximum through-
put on any one computer being no greater than 2 Mbps. These data are then blocked
jinto NASCOM format and either output to the dedicated MDR user link or output to
disk storage. The system is designed to provide sufficieﬁt storage capacity for 3.7G
bits of data, Each disk storage unit is sWitchable between two Varian 73 computers,
Each MDR Varian 73 computer is controlled by the online system, and a directory of
data stored is maintained, Data output from the LDR computer for storage are input
fo the MDR 1 and 2 computers, LDR data stored in the MDR system can be retrieved

for transmission via NASCOM to the proper LDR user upon user request,

An advantage of the Varian system design is that one computer type is used for
all TDRS functions. This can provide some system programmigg savings because the
basié operating system developed will be used by all computers. — The system is designed
to give a high degree of backup capability., Apother advantaée of using only--ope type of

computer is that fewer spare parts will be required than if more types were used,
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SECTION 14 - MIDICOMPUTER MDHMS COI‘TFIGURATION

14,1 GENERAL

Potential advantages of midicomputers over minicomputers as stated in
'Section 12 justify the consideration of the larger computers for the MDHMS, This
section provides a discussion of the all-midicomputer system, Configuration II,
Three SEL SYSTEMS 86 midicomputers are used; two machines share the online

operational load and a third operates as an offline backup and special data processor.

During the Phase II study, configurations that employed four SYSTEMS 85 or
SYSTEM 86 machines were considered, but these configurations were rejected because
of cost and complexity. For the same reasons, two Configuration III concepts using

three Sigma 8 or Sigma 9 computers‘were rejected,

 Because of apparent operational machine utilization greater than 50 percent,
the current Configuration II system must be augmented by using minicomputer or hard-
ware processors to reduce the main computer loading, This augmentation would occur
by providing a separate processor for each AGIPA channel and by using a different
MDR user data handling concept, The augmented system wasg not studied, but it
should be when a complete TDRSS definition is available, The following paragraphs

des;sribe the current Configuration II operational philosophy and the hardware layout,
14.2 OPERATIONAL PHILOSOPHY

The all-midicomputer MDHMS Configuration II is shown in Figure 14-1, Two
online SYSTEMS 86 primary computers operate the system, Each machipe shares
the total organizational, directional, and data handling load, One machine is the

master and conirols the other online computer,

_ . Should one of the primary computers fail, the remaining online operationari
system would pick up as much of the failed machine load as possible, and concurrently

notify the MDHMS operators of the problem., The next recovery maneuver would
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connect the offline computer to ﬁerform the failed computer's oper'ation. This
philosophy provides an element of graceful system degradation, During the recovery
oﬁ)eration only a minor interruption in the users' data would be experienced because

the operational computer could handle the total load for a short time. The offline system

operation would be stopped and the system connected to replace the failed online system.

Because only one maéhine is required to perform the critical MDHMS functions
there is double redundancy built into the configuration, This is similar to the mini-
cdr_nﬁuter concepts, However, now data for about half of the users would be interrupted
if a double failﬁre occurred. This problem could .be overcome by offloading the AGIPA
channel control functions to individual processors and handle MDR users'’ data through
minicomputers. With these iconfiguration changes the system would peﬁorm similarly

_to either Configuration I or III operations.
14,3 CONFIGURATION II DESCRIPTION

Certain midicomputer équipment operations different irom minicomputer equip-
‘ment operations must be considered to better understand Configuration II, By referring
to Figure 14-1 we see that the high activity data channels are directly connected to the
——ami-dicomputer core memories via direct memory multiplexers {DMXs) or with multi-
plexer input/output processors (MIOPs) fhat communicate through the computer direct

- memory input/output system (DMIOS).

In effect the DMX and M-IOP are computer channel controllers that are directed
by the central processor unit (CPU) operational programs, The memory areas (buffera)
-within core that are temporarily used to hold MDR or LDR dafa are defined by the CPU
program, Inturn, the program generates channel control words (CCWs) that are
stored in the MIOP or DMX, The channel controllers use the words to direct the
storage or retrieval of data words from memory, performing these eperations simul-

taneously with those of the CPU and other controllers,

Additionally, the midicomputer memories are composed of independent memory

 panks (8,192 32-bit words each in the case of the SEL computers). Data or program
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transfers to the banks can alse oceur simultaneously. | Thus the CPU program can
operate without interference or cycle stealing if it is in one bank and the MDR or LDR

data are being transferred through separate banks,

The end result of the channel controllers and separate memory bank capabilities
is that multiple operations can be overlapped in time (occur simultaneously), or can be
concurrently executed (occurring during the same time period where only one device,
channel controller or CPU, uses a given computer asset at any instant in the time period).
Activity of this nature is exactly what we are éccomplishing with systems using multiple
minicomputers. However, with midicomputers the channel controllers perform more
regtricted operations than niinicomputers because minicomputers can be programmed to

do many different things than the MIOPs and DMXs do,

The effect of operational concurreilcy is that of switching a computer asset quickly
and easily for the use of another systein element. Sort of a time division multiplex (TDM)
operation where the control or organization of the sharing operations are built into the

midicomputer hardware.

“= " With the channel controller and memory capabilities in mind, it is seen that the
midicomputer shares its memory with the controllers through four independent ports to
four independent memory banks, Also three ports to the common (shared) memory

interconnect the three computers,

Peripherial switches (PSs) operated by PS controllers (PSCs) connect the MIOPs
and Multipurpose Acquisition Control Systems/Acquisition and Control Systems {(MACSs)
to one of the three midicomputers, The MIOPs, DMXs and the MACSs contain interface
cards that connect them to the external system elements. The MACSS are used in low
activity channels (low data rates), the MIOPs are used in higher rate data channels,
and the DMXs connect directly to memory through their own port because they handle
the highest activity channels,

~ One set of conventional peripheral equipment (card readers, line printers, disk -
units, etc.) is used for each computer, The large capacity data storage disks for MDR

and LDR data are shared by the three machines.
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A capability exists to input 10 MDR bit synchronized and data clock accompanied
data streams into two DMXs. The DMX interface is a frame synchronizer card (hardware
processor) controlled by the appropiate prime system midicomputer. It only performs
basic frame synchronization.(referred to sometimes as minor frame synchronization) but
in the same way as conventional frame synchronizer units (i. e., the Monitor units
considered for the DHMS), AEight outputs from the DMXs connect to the NASCOM MDR
1iﬁks; '

- The capability to handle up to 24 LDR in;ﬁut data streams is also included through
frame synchronizer cards in MIOPs C and D. Signal samples from the AGIPA channel
units and control to the units are handled through the same MIOP interface. The TDRS
housekeeping telemetry is handled through the same two MIOPs, Twenty output LDR
streams to the NASCOM links are also supplied.

Note that the LDR and MDR output messages may be software switched within the
memory banks rather than hardware switched to the NASCOM links as was done in the
baseline DHMS configuration. This is considered as a slight advantage for the midi-

. computer system because hardware switches do not need to be developed.

Major Configuration II advantages and disadvantages have been presented. Solving
the computer utilization problem by provic_ling AGIPA controller processors and MDR
data minicomputer systems would not cause the total Configuration II cost to be increased
much, Compared to the Configuratidn IIl costs, should a decision to use a midicomputer
MDHMS be made, the Conﬁguratioh IT augmented design appears as the least risk system
compared to the minicomputer systems and a lower cost system compared to that of

Configuration IIL
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SECTION 15 - MIDI AND MINICOMPUTER MDHMS CONFIGURATION

15,1 GENERAL

In this section we describe a MDHMS design employing midicomputers that over-
comes the computer loading problems of Configuration 1. Xerox computers of three
types are used for Configuration IIl. Two Sigma 9 midigomputers brganize, direct,
and provide the computational power for the MDHMS, They are monitored by a Xerox
_530 ‘minicomputer, and they direct 37 System Control Units (SCUs) .that are similar
to minicomputers which perform AGiiJA channel control, and LDR and MDR data handling

operations,
15.2 CONFIGURATION III DESCRIPTION

The philosophy used for Configuration III was thaf no one nriidicomputer failure
would degrade the MDHMS operation :ind that either of the midicomputers would be
capable of directing the system. Normally the backup Sigma 9 would be used as an

roffline backup and as special data processor. The Xerox 530 minicomputer is used as -
the online monitor system that maintains the status of all computers and a data file of
commands and station schedules due to be performed. I the prime system fails the
offline system would be brought online; the required peripherals slwit.ched over; the
station status, schedule, and commands transfei‘red over to the new online system’
from the monitor computer; and control would be given to the new onliﬁe system.
Figure 15-1 shows the overall MDHMS layout, and the computer egquipment inter-

connections are presented in detail in Figure 15~2 prepared by Xerox Corporation,

The LDR downlink system is made up of 24 SCUs; each SCU is designed into an
AGIPA channel and is controlled by the online Sigma 9 to program its AGIPA channel

for a particular LDR user' data stream. The functions performed by the SCUs are;

e

- ® Input data from AGIPA channel - el .

¢ TFrame synchronization of the LDR data and blocking of data into NASCOM

format
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@ Conirol of the AGIPA channel
© Output blocked data to special SCU 36 and/or 37

¢ Input LDR data from special SCUs (36, 37) for outptit to ‘dedicated user
data link

The special SCUs (36, 37) would either send data to the control éystem for
temporary storage, or output the blocked data back to the dedicated user SCU for

transmission via NASCOM to the data user,

The MDR downlink system is designed using nine SCUs, each accepting the
output of a frame synchronizer unit that can handle data to the 1-Mbps MDR rate.
These data are then blocked into NASCOM messages and either output to the dedicated
MDR user link or output to the online Sigma 9 for temporary storage, The system is
designed to provide sufficient storage capacity for 3,7G bits of data, Each MDR SCU
channel is controlled by the online Sigma 9, and a directory of data stored in main-

tained by the control computer,

The TDRS downlink system is designed with two SCUs set up in parallel, where
each unit can be programmed to accept the inputs from one, two, or three TDRSs.
Data received by each SCU are frame synchronized, huffered, and output io the control

system. Control of each SCU is maintained by the Sigma 9,

Station inputs and outputs other than throughput user data are handled via multi-
plexer input/output processors (MIOP) on the Sigma 9 system with the following data

‘communication interfaces:
® Two 56-kbps command data lines to both Sigma 9 computers via the MIOPs
* o  Two 2,4-kbps compoesite status output links
) Three.zr 2.4-kbps range and range rate links
'® One 2—i£l$ps TDRS status data links'

e Two 2.4-—kbps selected attitude telemetry data links,
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Peripheral eduipment included in the system for each Sigma 9 is:
@ One ASR 35 teletype
e One 400-card-per-minute reader
e Two 600-line~per-minute printérs
o Two 75—ips, 800-bpi magnetic tape drives,

With the use of peripheral control switches (PCSs), the following equipment can be

switched to either Sigma 9 system:

1. Two PCSs each having a disk system (controller plus two 45M~byte disk

drives) can swap-the system disk in case of online Sigma 9 system failure,

‘2, Two PCSs for the bulk storage of 3.7G bytes of data. (PCS 1 controls 1.4G
bytes of storage, and PCS 2 controls 2. 3G bytes of storage.)

3. One PCS having two 75-ips, 800-bpi magnetic tape drives,

4. One PCS having 256 analog inputs, 256 digital inputs, and 128 digital control

‘ output_s.
5. One PCS having backup capacity for 128 digital control outputs,

6. Two PCSs for seven command, status, and CRT display systems, where the
first switch controls connections to four consoles, and the second to three

consoles,

' The advantages of this configuration are that each Sigma 9 computer can handle
all the requirements of the TDRSS while the other Sigma 9 can be used for future
‘development, special data processing, and as an offline backup. or as an online backup
" during criteria operations, Upon the online midicomputer failing, the offline Sigma 9
can be switched info operation within approxima;ely 2 minutes, Because user data
are.not handled /f'.hrough the Sigma 9s, the advantage is that aﬁi'ing switchover‘/ail down-~

11nk LDR and MDR data channels continue to transmit data to their respective data

users. Other advantages are that no one failure will degrade the system and multiple
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fajlures in different parts of the MDHMS would degrade the system gracefuily. Because
the system normally throughputs most data via the SCUs during normal operations, the

Sigma 9 is only being utilized about 40 percent, The disadvantage with this configura-

‘tion is strictly cost.
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SECTION 16 - NEW TECHNOLOGY

An original baseline DHMS preliminary system design, MDHMS study, and
costing exercise have been completed. Imnovative interconnections of equipments
were developed to provide a high system availability, However, only currently
available equipment technology was used, Therefore, after a careful fexdew of the

- study activity it has been determined that specific data for the New Technology section

are not available,
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APPENDIX A - TDRS DESIGN AND COST BASELINE STUDY -
RELIABILITY AND AVAILABILITY CONSIDERATIONS

- A,1 INTRODUCTORY SUMMARY

In support of the TDRS Ground System conceptual design and cost data base development,
considerations of the systems availability and reliability performance have been investi-
gated. The purpose of the investigations is to ensure, through cost and design tradeoff,
that the TDRS, in addition to meeting data handling performance requirements, is capable
of providing the users with this performance at an acceptably high percentage of time and
at an acceptably low frequency of failure or outage, Considerations include the reliability
and maintainability of equipment, the system's maintenance concept, and the system's °
design configuration including extent and specific application of redundancy.

The investigative results are applied to the design and cost recommendations by use of
mathematical models which, through iterative exercise, assist in tradeoff decisions.

The investigation for availability is presented in terms of applicable definitions, model
development, example calculations for identified partial configurations™ of the MDR down~
link system, and supporting considerations of equipment reliability and repair rate, The
investigation for reliability is limited at this time to a discussion of definitions, approxi-
mation model formulae for reliability with repair, and assumptions attendant o use of the
modeling approach, '

A.2 AVAILABILITY

A.2,1 Definitions

Availability is the quﬁntitative characteristic deséribing the degree to which a systém or
subsystem is (or is required to be) in an operable and committable state upon random user
demand in the user environment. For purposes of this program, it may be computed by

the following expressions:

 MTBF

1) A= = #
MTBF.-F MDTMTBF TN |
.(2) A = Up Time

"Up time + Down time

-, - ) /,

1’l‘hese configufations were considered in the initial study phases and are no longer re~
presentative of the GS design. : .



where;

A = Availability
MTBF = Mean-time-between-failure

. - ) t. I3 : >
MDTMTBF Mean down time during one period of MTBF

# = Repair rate
. A\ = Failure rate
Uptime = Total time that the system is:

" Satisfactorily performing its intended function (operating) within
specified limits during demand

- Fully able to operate upon demand and _either' in "alert” (standby
with full power on) status; or in

Trangition between "alert" and operational status

Downtimé |

Total time of system outage (inability to achieve 'up time" status) due to
equipment induced events initiated during up time and portions of other
events precluding "up time" status during demand.

Factors of downtime ineluded:

Equipment induced outage regardless of cause

Propagation path anomalies within design specifications
Inefficient control and command of agsets

Error, including human error, in O/M procedures and aids
Design change or overhaul to accomplish specified performance.

Factors of downtime excluded;

'_ Communication mission exceeds specified design performance

" Communication traffic demand exceeds specified capacity
Enemy induced environment exceeds specified survivability limits

- Natural phenomena or disaster exceed specified environmental limits
Product modification or improvement under approved programs
Propagation path anomalies which exceed design specifications,



A,2,2 Model Development

Availability modeling utilizes probability theory. Availability (A)isa probability (the
probability that an element of the system is in an operate state)., The system's model
using the mulitiplication theory determines the probability (A ): that the system
is in an operate state given the availability of each system msnvcﬁgnmo The model takes
the product of each function required for system success, as follows:

Asystem - AFunctioh 1 ® A Function2 ° ° ° XAFunction N

In the TDRS system, many of the functions utilize redundant identical elements. For
example, the MDR downlink bit synchronizer function employs 9 bit synchronizers of
which eight are required for full system operation - or system success. In a general
sense, the function comprises n units of which r are required.

For purposes of availabiiity\' modeling, some system functions are configured for partial
redundancy through use of on-line active spares on a parallel configuration. In these
‘cases, the element availability is distributed by the binomial law, and may be calculated
by the cumulative binomial density function: :

A - j = n-r n-j §
function 3 n A U
=0 \j -
o where:
A function - Availability of a system function as previously defined
U = 1-A
n - = Number of elements (or equipments) comprising the function
r = Minimum number of elements required for function operation
n = Binomial coefficient = n}
1 (-j)t 3t
i = Identification of terms in the binomial expression and is equal

to the exponent of U in each term.

A-3



The following assumptions apply within each function:
e Each of the equipments is identical.

® Each equipment is either operating or nonoperating (failed); thus, each
exists in either of two exhaustive and mutually exclusive states,

e The probability of observing each state at any time for any equipment is
equal and constant,

¢ The mean failure rate and mean repair rate for each equipmeht is negligible;
and constant. -

o Time to detect failure and to switch to a redundant unit is negligible;
repair is started at the instant of failure, -

e Equipment failures are independent of each other,
e Equipment duty cycle is continuous,

These assumptions are reasonable for TDRS, which although not meeting these assump-

' tions in every detail, is sufficiently in keeping with them to allow reasonable estimates

of function availability using the binomial model,
A.2.3 Calculations
A.2,3.1 TDRS Function Area Considered
For the example calculations, the MDR down link consisting of Switch RF-3, bit syﬁchroni-
zation and frame synchronization (not including computer interface Switch CS-1) will be used.
Two configurations will be computed:

¢ The first includes switching (MS-1) between bit and frame synchronizer,

e. The second assumes hardwiring between the bit and frame synchronize.r.

Both consider the soft decision bit synchornizer to have an MTBF equal to the hard
decision bit synchronizer.

A4



A,2,3,2 Configuration I (including Switch MS-1)

RF3
MS~1 FS
- (par= 177 Jo.
R¥ 3 Bit synch, allel}
Series parallel | No.1 |
(RF-3) 3 paths MS-1 . 9 paths
[TRT3 " it syheh. —ilgeries) ] |
parallel | No, 8 MS-1 FS
! . (par- | § Np, !
allel) 9
A ' A A A

1 . 2 - . 3 4

A (configuration 1) = Al X A2 X A3 x A = ,99999880 where:

4
Al = ,99999955 (see Paragraph 2.4.1)

A_ = ,99999974

2
ASV = ,99999955 (see Paragraph2.4.1)
A4 = ,99999996

and:

RF-3 parallel % Abit synch,

Path availability Az = A

= , 99899955 x .99991667 (see Paragraph 2.4, 2)

=, 99991622

A, = A% 4 0a8%0
= 99924623

+. 00075351

A, = 99999974



Path availability (A 4)

CALCULATION OF A 4

i

.AMS-l parallel % Aframe synch

i

. 99899955 x 99906667 (see Paragraph 2.4.3)

. 99996622

A9 + 9A8U

I

= , 99969602
+, 00030394
. 99999596

A,2,3,3 Configuration I (without Switch MS-1)

EﬁES it synch, Frame
RF-3 liel No. 1 [ Sypch. No, 1
Bwitch :
Series 9 paths A
RF3 ‘ .
- [Parallel Bit synch.‘_ Frame Synch.
No, @ No. 9 No, 9
Al A2

A (configurafion 2) = Al X A2 = ,99999906 where:

and

Path availability (A 2)

A_ = ,99999955 (see Paragraph 2.4.1)

A_= ,99999951

b.4 . XA
ARF‘:; paratiel Ablt synch, frame synch,

[
|

. 99999955 x , 99991667 x . 99996_6?? (see paragraph 2, 4)

= ,99988289



A2=A9+9A8U

= ,99894653
+. 00105298

. 99999951

A,2.3,4 Relationship of Function Outage to Availability

The following c.alculations of downtime provide a practical method of presentation of
changes in availahility. These calculations are based on one year of continuous opera- .

tion and assume 8060 demand hours for this purpose:

A= “uptime

uptime + downtime

I

A(uptime) + A(downtime) uptime .[assumed one year's opération (8000 hours)]

A(downtime) = uptime ~ A(uptime)
= uptime (1~ A)
downtime = uptime (1 - A)
| .' A
Configuration1 = 8000 x 60 1 - .99999880
(with Switch MS-1) - 99999850
— 480,000 x . 00000120
= (.58 minutes average outage/year
‘Configuration 2 = 8000 x 60 1 - 99999906
(without Switch MS-1) 7. 59999906

= 480,000 x , 00000094

= 0,45 minutes average outage/year,



Comparison of these calculations indicate that, for the example functional configurations,
deleting Switch MS-1 reduces expected outage from .58 to . 45 minutes (approximately 8
seconds) per year. This improvement does not, by itself, provide justification for deleting
the switch. Tabulations or plots of downtime and cost for different candidate configura-
tions would be useful for tradeoff purposes. ' -

A.2.4 Equipment Supporting Considerations

~ A,2,4,1 Switches MS-1 and RF-3
RF-3 Function - Switch any of 9 demodulator outputs to any of 9 bit synchronizers
MS-1 Function - Switch any of 9 bit synchronizer outputs to any of 9 frame synchronizers

Assumed Switch Configuration

Each switch is assumed to be solid state and to consist of 10 segments consisting of 9
diodes each. The first segment of each switch is a master switch selecting which of the
bit and frame synchronizers are to be used, and is serial to the total MDR downlink
system. The remaining 9 segments of each switch perform interconnections between
units and are serial to their respective elements, but not to the total system.

For computation purposes, syitch segment failure rate is 2,7 failures per 1()6 hours
based on 0.3 failures per 10 hours for a digital Active Element Group (AEG), and 9
AEGs per segment (Reference 1), This is equivalent to 370,370.370 hours MTBF.
Repair by segment replacement within 10 minutes (6 per hour) is assumed for the
switches, (Provision of standby switch segments with automatic switchover would
shorten repair downtime to the millisecond downtime region through additional system
hardware and software.) '

Switch segment availability is calculated as follows:

A = M C = 6
BS K+ 6+2.7x106
= ' 6 ]
6+, 0000027 ' where # = repair rate (repairs/hour)
= ,99999955 _ ' A= faflure rate (failures /hour)

-~

‘Reference 1 - RADC Reliahility Notebook, November 1968, Vol. 1, pp 9-20, Fig, 9-3,




A,2,4,2 Bit Synchronizers

For the MDR and shuttle down link, the system configuration consists of 9 bit syn-
chronizers of which 6 are the hard decision fype and 3 are the soft decision type.
During nonshuttle operations, any 8 of the 9 are assumed as required at all times,
During shuttle operations (exclusive of handover) the requirement is for 7 hard
decision and one soft decision bit synchronizer.

Monitor 317 series bit synchronizers are assumed, The manufacturuer predicted MTBTF
is 27,953 for the hard decision bit synchronizer. This value is considered by CSC to be
optimistic from the reliability standpoint. According to the manufacturer's data, the
unit contains 921 transistors and diodes, 274 integrated circuits, and several hundred
other components. CSC estimates the unit complexity at 1200 digital AEGs. Using
Reference 1 and giving reasonable credit for high-reliability design, CSC assigns an
MTBF of 2,000 operate hours for this unit, and 500 x 10-6 failures/hour. Downtime

is assumed to be 10 minutes for replacement, or a repair rate of 6 per hour., Based on
these data, bit synchronizer unit availability is calculated as follows:

A = "
Y

= 8
6+ 500x10-6

.‘= 6
6, 0005

=, 99991667
A.2.4,3 Frame Synchronizers

For MDR and shuttle down link, the system consists of 9 frame synchronizers and two
channels for extracting shuttle voice, It is assumed that 8 of 8 frame synchronizers
and 1 of 2 shuttle voice channels are required at all times. The shuttle voice channels
are assumed to have the same MTBF as the frame synchronizers. Monitor 430 series
frame synchronizers are assumed. Manufacturer predicted MTBF for the basic unit,
including word synchronization, is 21,882 hours, This value is considered by CSC to
be optimistic from the reliability standpoint, According te the manufacturer's data,

the unit contains 100 transistors and diodes, 596 integrated circuits, and over 100 other
components, CSC estimates the unit complexity at 700 AEGs, and giving reasonable
credit for high-reliability design, CSC assigns an MTBF of 5000 operate hours for this
unit, or 200 x 1078 failures/hour, Downtime is assumed tc be 10 minutes for replacement,



or a repair rate of 6 per hour, Based on these data, frame synchronizer unit avail-
ability is calculafed as follows:
A= p
T S
=__6
6+200x 106

= 6
6.002

= 99996667

A.3 RELIABILITY

v

A.3.1 The Systems Reliaﬁi‘lity Concept

The worth of any system ultimately depends on its ability to do the job for which it was
designed when operated in the field environment by the user's personnel. The funda-
mental goal of systems procurement is to acquire a system of adequate operational
effectiveness, when needed, and for a total cost of procurement and start up within
economic limits, Emphasis on performance capability alone (e,g., data rate and bit
error rate) does not necessarily result in the required level of effectiveness. Other
charactertistics must be considered, These are indicated in Figure A-1.

System Effectiveness

E
— 1
Availability S Dependability | Capability
Al (D] C

Figure A-~1. Pictorial Representation of System Effectivéness Definition
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The specific, basic analvtical model proposed by Test Group II of the Weapon System
Effectiveness Industry Advisory Committee (WSEIAC) is presented in symbolic form
by the following expression:*

E=A'[D] C
where
E = System Effectiveness, a measure of the extent to which a system may be expected
to achieve a set of specific requirements and is a function of availability, depend-
ahility, and capability.
A = Availability, as previously discussed, is a measure of the system's condition at

start up, I is a function of the relationships among hardware, personnel, and
procedures. It may frequently be expressed as a probability (in terms of mean-
time-hetween-failures (MTBF) and mean-time-to-repair (MTTR)) that the system
will be ready upon random demand to operate at a specified level of performance
capability - a measure of how often the system is ready when needed.

[D] Dependability is a quantifative measure of the system condition at one or more points
during operation, given the system condition(s) at start up. It may be expressed as
a probability (reliability) that the system will maintain a specified level of perform-
ance throughout a given operating peried, a2 measure of how long the system is eapable
of working without failure. :

Ql

Capability is a measure of the ability of a system to meet operating objectives, given
the system condition(s) during operation, and specifically accounts for the design per-
formance of a system. I may frequently be expressed as a measure of how well the
system does its job when working properly. '

Thus, reliability and maintainability, in the context of total system requirements, occupy
a vital role in the fulfillment of system objectives,

- Fulfillment of system objectives for effectiveness and reliability have been routinely and
successfully accomplished for many DOD systems through application of system reliability
engineering prineiples. Although TDRS presents a number of unique problems, these
principles are as applicable to the TDRS as they are to the types of DOD systems for
which they were developed and are normally used. Anpalysis of reliability, frequently
expressed in terms of MTBF, will indicate how to 1mprove a system's design by reducing
the rate of failures which produce outage,

e

*CSC, under contract to Rome Air DeveIOprhent Center (RADC), has developed a Sys-
tems Effectiveness Handbook to implement the concepts proposed by WSEIAC, Re-
sults of this study are available for CSC support of the TDRS design/cost analysis,
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- A, 3.2 Reliability Definitions

The reliability of a product is generally defined as the probability that the product will
give gsatisfactory performance for a specified period of time when used under specified
conditions, When applied to a specific equmment or system, reliability is frequently
defined as:

e The probability of satisfactory performance for specified time and use
: conditions; or

® The probability of a successful mission of specified duration under specified
use conditions; or

@ The probability 6f a successful [event] under specified conditions, where the
event may be independent of time,

Whenever the definition is worded to fit a particular system or device, it is always
necessary to relate probability to a precise definition of "success' or "satisfactory
performance'’, to specify the time base or operating cycles over which such perform-~
~ ance is to be sustained; and to specify the envn'onmental or use conditions which will
prevail durmg this time period,

. As a general rule, applicable to most electronic equipment of conventional design,l a
simple relationship exists between the reliability of an equipment and its mean life, or
mean-time-between-failures (MTF or MTBF). This relationship is the "exponential
case, which holds when the "failure rate" of the equipment is constant during its ser-
vice life, shown by the following equation;

R (for "t'" hours) - e_t/MTF ,

Because of this relationship, reliability may be. expressed in terms of an allowable,
mean-time-to-failure, MTF, or mean life, 0.

Failure rate in the above exponenﬁal cage ig the reciprocal of mean life, represented
by FR or » (lambda): :

Il
p—
i
[y
Il
>

FR = 1
MTBF MTF 0

1 : : ‘ .
Designs in which redundancy has not been used extensively.
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A, 3.3 Model Development and Assumptions

Reliability modeling for the TDRS requires consideration of reliability with repair
concepts; that is, when a system consists of n-identical parallel subsystems, each
having an exponential distribution of times to failure and an exponential distribution
of times to repair. The system reliability with repair is the probability of no more
than q out of n subsystems being simultaneously in a failed state during time t.

Consider a system consisting of n- identical subsystems:

Let = gubsystem failure rate
= subsystem repair rate
total number of subsystems

= number of simultaneous subsystem failures permitted without
system fajlure

£ B =
i

t = operating time

- R{t) = system reliability with repair, i.e., the probability that no more
than ¢ subsystems are simultaneocusly in a failed state being repaired
during an operating time of length t, given that zll subsystems are
" initially operative
T = mean time for the system to pass for the first time from zero to (g + 1)
simulfaneous subsystem failures.

Although the exact calculation of reliability with repair requires the solution of (g + 1)
simultaneous differential equations, there is a wide range of values of nn, q, A and u
where reliability with repair can be approximated by: '

R(t) Texp [:1:_]
T
mj .

Approximation formulae developed by McGregorz are applicable to TDRS and are
summarized herein, ~

2MéGregor, ”Aﬁproximation Formulaes for‘ Reliability with RZ‘pair, " IEEE T;'ansf
actions on Reliability, Volume R-12, Number 4, December, 1963,
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With single repair capability, oniy one subsystem at a time can be repaired, Whenever
subsystem fails, it enters a "failed state' until it is repaired and returned to the "operat-
ing state". If g subsystems are permittzd to be simultaneously in 2 "failed state", then
system reliability with repair R(t) is the probability that no more than q subsystems are
simultaneously in a "failed state" during 2 specified operating time t given that all sub-
systems are initially operative. By this definition of reliability with repair, the number
of simultaneously failed subsystems may vary from zero to q, but never exceed q during
time t,

For the following conditions frequently met in practice, simplifying approximations may
be made:

=}
v
[,
=
B
-~

Y

i~

2 < 100

Using these assumptxons the following approximation for reliability with single repair
is developed

o
Yy

R(t) S exp I'_an+1t ] VA
L(n—q"I).! u? _l

The preceding discussion of reliability with repair of systems having single repair capability
'is applicable, with certain modifications, to systems having multiple repair capability. For
__multiple repair capability, simultaneous repairs can be performed on g subsystems simul-
taneously in a failed state,

The deviation of the equations for multiple repair is similar to the derivation of the equa-
tions for single repair. For multiple repair, simplifying approximations are available for
the following conditions:

u>5nA

t 23/u

3< n< 100
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Using the preceding assumptions, the following approximation for reliability with multiple
repalr is developed: : ' :

R(t) ¥ exp [—n! Aqtl, ‘l

(n-g-1)! g} uqJ

The above approximations for _1  resuit.in a pessimistic value of reliability with repair.

T
m

However, since the TDRS functions generally will satisfy the assumptions made, the approx-
imation effort is not expected to significantly degrade utility of these approximations for
TDRS. It is concluded that either method (most likely the multiple repair approximation
based on the currently considered TDRS maintenance concept of repair-by-replacement)
may be used, either manually or by computer, to quantify the reliability impact of TDRS
design alternatives in support of trade-off decisions.
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APPENDIX B - REVIEW OF TWO ASPECTS OF TDRSS

B,1 INTRODUCTION

Two aspects of the Tracking and Data Relay Satellite System (TDRSS) Configura-
[

tion 12 have been reviewed, The two areas inclnde, 1) the implementation of the PN

code tracking system, and 2} the implementation of the frequency acquisition procedure,
B.2 PN CODE TRACKING

The early-lafe PN tracking system (also sometimes referred to as a delay-lock
discriminator) as shown in Ref, [1], pg. 11-8 and Ref, {2), pg. 3-74, seems to be incomplete,

The input to the code-tracking-loop filter should be formed by first differencing the

correlator outputs from the two charinels, Also, the method is not shown by which the

phase shift keying, due to the presence of data, is removed from the error signal,

The concept of the early-late tracking technique is shown in the lower left~hand
" corner of Fig. B-1, . Such a scheme correlates the incoming signal (carrier which is phase~
shift keyed by the PN chips) with carriers which are balance modulated by both an undelayed

(early channel) and a delayed (laté channel) sequence from the reference PN generator,

" The deléy is selected 1/4 to 1 PN chip, usually 1/.2 chip. The clock that drives the local

- PN reference sequence is advanced or retarded (i, e., phase shifted) until the incoming
" PN sequence falls midway between the two reference codes, To sense the null condition,
the outputs of the two correlation channels are subtracted; when tracking perfectly with

no error, the two outputs should be the same giving zero error signal,

 [1]  "Tracking and Data Relay Satellite System Configuration & Tradeoff Study"', Vel, V,
User Impact & Ground Station Design, October 1972, Submitted to Goddard Space
Flight Center, National Aeronautics & Space Administration, by Space Division
North American Rockwell, under Contract NAS5-21705, Report SD 72-SA~(133-5,

(2 Mem—a® Vol, III, Telecommunications Service System, SD 72~SA~0133-3,
* L ]
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When binary PSK data is present on the incomirg signal, the PN sequence at
the input can be considered to be complemented {or inverted) by a data "~-1", These
inversions oceur randomly and invert the sense (algebraic sign) of fhe error signal
to the code tracking loop, The effect of the random data can be removed in the

following ways:

1, Use a noncoherent code-tracking configuration where in-phase/quadrature
channels followed by envelope detectors are used on each of the early~late

channels,

2, Utilizea derﬁodulation/ remodulation scheme with hard decisiong from cach
symbol being used to fnultiply (1) the erroi' signal and therefore correct
its algebraic sign., |

3. Similar to 2), use a decision-directed feedback scheme with decisions from

the decoder being fedback to correct the polarity of the error signal (the

delays involved make this technique impractical),

Note that 1) works by making the code tracking scheme insensitive to knowledge of
carrier phase, However, losses are incurred in the envelope detectors, Technicjue
2) may be the best compromise although at low SNR (relatively high symbol error rates)

._.the error signal will be fairly noisy.
'B.3 FREQUENCY ACQUISITION (See Figure B-2) -

The technigue propoéed for frequency acquisition is basically sound and should
. .work if the SNR is high enough, The key parameter is the signalling energyper
- cobservation interval (= &,) to noise density ratio (§5/Ng) which should be in the region of
12 dB or more for reliable detection, The technique would collect the N complex

samples 2, k=0, 1, 2,,., (N-1) and compute the N complex coetficients of the dis-

k’
crete Fourier transform (DFT)
= 27 ' '
A =Z{,}- Z, exp{-—]Fkr} | . ;
k=0, 1, 0. N-1)

r=0, 1, ,... MN-1)
B-3
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and then compute the discrete power per spectral line as

P = AA ¢+
r rr

A '"peak-picking' routine would find the largest spectral line and compare this line

(say Pmax) to the sum of all lines, i, e., the decizion fule would be

1 N-
¥ e~ FZ
r=0

state that signal is present in the .maxth frequency cell, Errors that can occur are

B = probability of missing signal when in fact it is present

& = probability of stating that signal is present when it is not (i. e, ,

the false-alarm probability)

™
Hl

stating that signal is present (when it is) but selecting the wrong cell,

To implement this technique at complex sampling rates of 10-20k samples/
second, the fast Fourier transform algorithm would be used, The threshold (T)

could be selected to give a fairly _high false-alarm rate thus giving low values of S,

Computer simulations would be required to evaluate the effects of quantization, —
unknown signal and noise parameters, and so on, We may speculate that an 60/ No of at

least 12 dB will be required for satisfactory operation,



APPENDIX C - CHARACTERISTICS OF COMPUTER SYSTEMS
CONSIDERED IN THE DHMS STUDY

C.1 INTRODUCTION

General characteristics of the computer systems considered in this TDRS ground
.station study are presented., A standardized format provides information on the system

architecture, peripherals, and software,

Three minicomputers are discussed-: the Varian 73, the 13;DP~ 11/45, and the
Xerox 530, Each should be considered as large minicomputers. They can contain
several thousand core locations, and they are generally supported by multiprogramming
software, floating point hardware options, and real-time operating systems., Each has

16-bit computer words which is the criterion for their classification as minicomputers,

A Xerox System Control Unit (SCU) is aiso discussed. It is similar to a mini-
compﬁter, but is not classified as such because it is designed to implement one or a
constrained set of functions that support some operations of a computer system. For
example, it may be programmed as a disk controller (interfaces disk drives toa
computer system) or to act as an input data handler for the TDRS, LDR, HDR, and

housekeeping data sireams,

The SYSTEMS 86 and Sigma 9 computer systems are also surveyed, They
represent midicomputers, a system between the minicomputer and large scale computers
(IBM 360/75/95, ete,). The major criteria used for the midicomputer classification
is a.word length greater than 16 bits (24 or 32 hits) and a basic mainframe cost of less
then $300K (includes the processor unit and at least 64K* of core memory). Each
system has multiprogramming and multiprocessing capabilities and 32-bit computer

words,

/" . -

" : :
K-1024, used as a measure of core size because core usually comes in integer
increments of 1024 bytes or words, : -



C.2 VARIAN 73

The Varian 73 is a microprogrammed computer with 64-bit control words
dictating the flow of data through a 16~register processing section, The computer can
process all previous Varian 620 programs, and with the addition of a Writable Control

Store Option, the microprogram can be extended to meet special system requirements,
C.2,1 Architecture

The Varian 73 is available with either semiconductor or core memories or with
any combination of the two, All memories are dual port for interleaving of I/0 and
processor functions, Built~in features allow multiple central processors to share

memory, simplifying the implementation of a multi-processor system,
C.2.1.1 Memories

The computer processes 16-bit words in a full cycle memory time of 330
nanoseconds (semiconductor memory) and 660 nanoseconds (core memory), The standard
16-bit word contains 8-bit bytes. An optional 18-bit word is available to provide a

parity bit for each byte,

Core Memory - The core memory system is a two-port, random-access, three-

wire/three dimensional, magnetic core memory for storing instructions and data, The
core memory is expandable in increments of 8K modules, Through jumper selection, it

provides odd/even address interleaving between core memory modules,

Semiconductor Memory - The semiconductor memory is an expandable, random-

access, metal oxide semiconductor (MOS), asynchronous system, Each printed circuit
board can accommodate up to 8K 16-bit words., A battery pov{rered data save option
may be added to the power supply when semiconductor memory is included in the

system,

Dual Ports ~ Both core and MOS memories are provided with two fully

implemented ports, each connected to one of two parallel n{emory huses, This means

that one memory may be communicating with a processor while another is transferring

data to or from another processor or an I/O device,
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Memory Mapping ~ The Memory Map option performs address relocation and
memory protection for up to 262K memory locations, Any user program may employ

up to 32K words of memory in 512 word blocks,

Memory Protect - The memory protect option prevents the programs from

accessing memory that has been protect'ed by a MASK stored in the option, which can

be applied, removed, and changed under program control,

Memory P'lrlty Another memory option checks the parity of every data transfer

on the dual memory bus. Two parity bits are used, one for the 8 most-significant-bits,

the other for the 8 least-significant-bits,
C.2,1,2 Processor

Data flow is cantri;lled by microinstructions stored in Read Only Memory (ROM).
Execution time per microinstruction is 165 nanoseconds and the user can add an

optional Write Control Store (WCS) to create his own microinstruction set,

Processor Microprogram - The standard Varian 73 microprogram consists of

512 microinstructions, each a 64-bit word stored in the processor ROM. The 64 bits

are divided into fields which control the flow and manipulation of data throughout the
“——“"machine. A single microinstruction can dictate a number of different machine functions:
register, memory and I/0 transfers, arithmetic and logical operatidns, and test on .

the conditions of registers,

User-Written Micfopro'gram - Special microprograms can be written to adapt the

Varian 73 to special application requirements,

Instruction Set -~ The standard Varian 73 microprogram.is designed to decode and

emulate the instruction set. Multiply/divide operations are performed by standard
hardware. The 159 standard instructions may be extended with the Write Control

Store option,



Registers - 16 general purpose and 8 special purpose 16-bit registers are

provided and ali are accessible to the microprogram,
C.2.1.3 Inferrupts

The Varian 73 has a true hardware priority interrupt structufe, expandable up to
64 levels, with automatic interrupt identification, External controllers can all request
interrupts and specify the interrupt location via the address lines of the Varian 73 /O
.bus, An optional Priority Interrupt Module (PIM) provides hardware priority arbitration
and interrupt address (vector) generation for 8 levels, Up to 8 PIMs may be interfaced
to the I/O bus of a processér. Interrupts may be enabled or disabled individually or in

groups,
C.2.1.4 Tnput/Output

The Varian 73 facilitates four different ways to communicate with peripherals and
other sources. The result is flexibility in selecting the I/O technique that will provide
the highest possible data transfer rate at minimum cost in processor time. All data
transfers, except for Priority Memory Access (PMA) 1/0, are over the party-line 1/0
bus, with 16 bidirectional lines for addresses and for data, plus an additional 14 lines
for timing, sensé, and control signals, PMA transfers are direct to memory with

separate 16-line buses for addresses and data,

Programmed I/0 - Programmed 1/0 operafions are initiated by the central

processor and are used primarily to control and sense the state of peripherals, to
prepare controllers for other types of 1/0 transfers, and to communicate with low-

speed devices.

Direct Memory Access (DMA) I/0 - Direct data transfers between I/0 bus and

memory are effected in the DMA mode, The technique is implemented by a Buffer
Interlace Controller (BIC) option that stores the initial and final addresses of the data
words to be transferred. The transfers are madeona crycl‘__e stealing basis; DMA

transfers can occur at rates up to 333, 000 words per second,
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High-Speed DMA - Special control lines are provided for peripheral controllers

that are able to operate at 'high speed,' DMA rates up to 1 million words per second,

A similar BIC operation is used to implement transfers at this higher rate,

Priority Memory Access (PMA) I/O - Data transfers at the full memory cycle rate

(3. 03 million words per second, in the case of a MOS memory) can be obtained through
the PMA channel, A PMA controller is loaded with the initial and final addresses of the
data words to be transferred. Controller data and address lines are connected directly

to the memory bus,

C.2,2 Peripherals

Each standard peripheral subsystem is an integrated unit, including the device
itself, interconnecting cables, I/O controller and software for its operation, The
standard Varian peripherals are supplemented by a list of over 100 other peripheral

models that may be supplied on special order, A list of the standard peripherals follow:.

Fixed Head Disks
Moving Head Disks

Drum Memories

Magnetic Tape

Teletypes

High Speed Paper Tape
Card Reader

Card Punch

Line Printer

Digital Plotter
Electrostatic Plotter
Analog Input Controllers
Anzalog Output Controllers
Digital Input Controllers
Digital OQutput Controllers
CRT Display

Relay Interfaces

Data Set Couplers
Communication Controllers.



C.2,3 System Software

The Varian 73 is fully supported with extensive software, Available are operating
system software packages, macro-assemblers, compilers, mathematical and data

conversion packages, and support packages (editing, debugging, and diagnostic programs).
C.2,3.1 Operating Systems

Two software operating systems are available for use with Varian 73 computers:

VORTEX and MOS.

VORTEX (Varian Omnitask Real-Time Executive) ~ A multiprogramming system

with special features designed for real-time applications, A number of different tasks
may be stored in the main memory or on a rotating memory device, The tasks are
scheduled by a resident executive program that gives highest priority to real-time
foreground programs. Lower priority background programs are executed during

the idle intervals.

MOS (Master Operating System) - An integrated batch process software system,

It conserves main memory space for the user by allowing all software elements, except
for a small resident monitor, to be stored on the rotating memory or magnetic tape and

loaded into the computer only when needed,
C.2.3.2 Assemblers

Three versions of the Varian Decisions Assembler (DAS) are available, DASAMA
is designed for a minimum syétem compriging a computer with 4K memory and a
teletype, DASASBA provides expénded capabilities for system with at least 8K memory
and an additional peripheral storage device, The third compfehenéive assembler
is DASAMR, an iﬁtegral part of the VORTEX and MOS operating systems. DASAMR
is a macro assembler which produces relocatable code and recognizes the macros

required for VORTEX real-time services,



C.2.3.3 Compilers

The compilers provided for the Varian are as follows:

FORTRAN IV -~ An integrated software package that consists of a single pass

compiler, a relocating loader, and a run-time package,

BASIC - An advanced version of the self-teaching system developed at Dartmouth

College,

Advanced BASIC - Expands the BASIC language to make it 2 more powerful tool

for researchers who are operating in "real-time",

RPGIV ~ A business-oriented language for preparing statistical data and tabular

reports,
C.2.3.4 Support Packages
The following support packages are provided for the Varian 73:

BEST (BASIC Executive Scheduler and Timekeeper) - A real-time monitor that

antomatically schedules core resident programs according to the time of day, at fixed

time intervals, or at the earliest opportunity,
BLD Il - Usled to load object programs from a paper tape or TTY reader
M - An online débugging program
EDIT - Used to modify rsymbolic programs

MAINTAIN II - Checks that all hardware elements are operating correctly

MATH LIBRARY - A comprehensive set of mathematical function subroutines,

C.2 SYSTEMS 86

The SYSTEMS 86 computer was designed to meet the needs of real-time
applications. SYSTEMS 86 comes with a four-port memory, .enabling two 86s to
process ih a shared-memory, multiprocessor configuration and conduct simultaneous

I/0 with both processors.



C.3,1 Architecture

The SYSTEMS 86 major hardware elements include a Direct Memory Input/Qutput
System that transfers directly to memory via a separate memory port at 1, 67 million
transfers per second, up to 128 interrupt levels, modularly expandable memory, and

a 152 instruction repertoire,
C.'3. 1.1 Memory

‘With the SYSTEM 86, core memory expands from 8K to 128K words in modular
8K word increments, Cycle time is 600 nanoseconds, The entire memory system is
addressable and alterable in bit, byte, halfword, word, and double word quantities,
Individual memeory 1ocations. can be addressed without the use of base registers, index

registers, or other modifications,

Memory Byte Parity ~ A parity bit stored in each 8-bit byte permits selective

replacement of individual bytes with no added time penalty for parity recomputation,

Word Slicing ~ Permits reading and w'riting‘of individual bytes or half words in

any memory location,

Power Fail/Safe Feature - Prevents modification of memory data, either in

~ the event of power failure or during normal turn-on and turn-off,

Multiple Memory Ports ~ Memory accesses for /O and program execution are

performed during the same memory cycle,

Memory Page Protect - Gives the user program control over access to selectable

pages of memory, areas of memory can be kept private for individual user's programs,
C,3.1.2 Processor

The central processor performs arithmetic, logical, comparison, and data

manipulation operations,
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Information Unit - Eight-bit bytes are {he standard information unit and are the

data size used by many external devices, To provide maximum data handling capabili-
ties there are 15 instructions for operating on bytes, including instructions for

multiplying and dividing bytes,

Arithmetic Hardware - Performs fixed-point arithmetic operations on bytes,

half-words, words, and double words., Boolean load/store, and compare instructions
are also provided for these data sizes, Standard floating-point hardware performs

floating-point add, subtract, multiply, and divide in either word or double word form,.

Instruction Set ~ Inter-register instructions are executed faster than correspond-

ing instructions that operate on membry-stored operands, The speed advantage comes
into play when a routine :or macro contains several successive instruetions operating
on the same data values.. In place of storing these values in memory, they can be
stored in a register file, One case where the register file pays off is in task switching
operations; the system rapidly images the register file in memory. Other features
include: direct address or entire core memory, indexing, multilevel indirect address,

and floating-point guard digit for automatic rounding of the least significant bit,

i Registers - For real-time computational efficiency, the Central‘Processor
Unit (CPU) has a file of eight high~speed general purpose registers, The register
file is readily adaptable to ax;ithme.tical, logical, and shift operations, FEach register
stores a full 32-bit word, and can be addressed and operated on by most instructions,
Such versatility eliminates the need for a separate accumulator and other special

register reserved for logical and arithmetic operations,

C.3.1,3 Interrupts

The central processor interrupt system automatically schedules service for
such functions as 1/O transfers and the execution of user programs, Each service
routine is assigned a unique interrupt priority level. The interrupt priority levels are

structured so that the CPU always attends the most importanf tasks,



By adding plug-in modules, the interrupt system can be expanded to include
128 priority levels, Traps are provided for critical functions like power failsafe/
auto start, parity errors, addressing errors, and attempts to execute unimplemented
instructions, In addition to two interrupts for each of the I/0O channels, up to 86

interrupts are available to tie in with the users special on-line equipment,
C.3.1.4 Mput/Output

The SYSTEMS 86 Direct Memory Input/Output System handles all data ‘exchanges
with minimum CPU involvements, It transmits data to and from periphefals at 1,67
million transfers per second. The 32-bit data transfer path goes directly to memory
via a separate memory port. Thus, memory accesses for both program execution and
I/0 transfers are performed during the same memory cycle (i, e., memory cycles are

not stolen),

The format of each transfer can be either a byte, halfword, or word, The total
volume of data transferred can be shared by as many as 16 Device Controller Channels
(DCCs). Each DCC services either a multiperipheral device controller, or a single

peripheral such as a card reader.

‘Each DCC has a unique priority level, Users may change priority levels without
changing a single 1/0 rout_ine or interrupt routine, Another advantage of the Direct
Memory Input/Output System is that each DCC can transfer blocks of data concurrent
with the data transfer activities of other DCCs, Each block transfer can be programmed

to start automatiéally at the completion of the preceding block transfer.

C.3.2 Peripherals

A complete selection of peripheral devices are available for SYSTEMS 88 and

~include the following:

Paper Tape

Card Reader

Card Reader/Punch
Movable Head Disk
Fixed Head Disk
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Magnetic Tape Transports

Incremental Plotters.

With SYSTEMS 86 the Acquisition Control System (ACS) for real-time application
is provided. ACS comes complete with the electronics needed for interfacing and data
control, including I/O signal conditioning circuits, low- and high~level multiplexers,
relay multiplexers, digital to analog converters, analog to digital converters, logging

printers, an interval timer, and power supplies,

- Upto eight separate control subsections, each having a unique priority level,
can be selected and each subsection can be assigned to job handling of any one of the

following:

Up to 1024 high Ievel analog inputs

Up to 1024 low level analog inputs

Up to 6432 bit parallel bipolar or contact sense inputs

Up to 64 single-liﬁe pulse accumulator inputs

Up to 64 16-bit parallel outputs of either pulse or voltage levels
Up to 64 logging printers.

C.3.3 System Software

The SYSTEMS 86 is fully supported with extensive software; for example,
two operating systems - the Real-Time Monitor or the Batch Processing System ~ and
a full range of compatible software processors: Extended FORTRAN IV, Assemblers,
Utility Programs, Math Library, Hardware Diagnostics, and special purpose programs

and processors.
C.3.3.1 Operating Systems

Batch Processing System — Provides the performance of 2 mixture of program

assemblies, compilations, and execution in a job-stack environment, The system is
designed for compile/load/go with no operator intervention. The structure of the Batch
Processing Sy'stem allows the addition of memory moduleé, “peripheral, and/' other

optional equipment to the hardware system, The gystem enables the support of real-

time applications, also.
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Real-Time Monitor - Provides 64 software priority levels for controlling the

- execution of real-time tasks and batch processing. Multiple tasks can be assigned to
each priority level permitting up to 225 tasks to run simultaneously, Five methods

are provided to request the execution of tasks: (1) by hardware interrupt, (2) by operator
coinmand, (3) on a timed basis via the timer scheduler, (4) by requests from other tasks
via the monitor services, and (5) by job control directives. Additional features of the

real-time monitor are as follows:

¢ I/O operations from logical files versus specific peripheral devices
e Overlapping 1/0 operation with other programs

@ 1/0 spooling

o Relocatable loading of task and programs

o Overlay structures |

e Rollin/rollout to disk storage

6 Mass storage file management

e  System tape generation “

] Global common.
C.3,3.2 Assemblers

SYSTEMS 86 offers both a symbolic assembler and a macro assexﬁbler for coding
of real-time application programs, Both assemblers are 1/0 independent, Bbth
assemblers can define FORTRAN-compatible common blocks and are compatible with

FORTRAN-generated code.

The macro assemhler permits users to nest macros, execute recursive macro
calls, and pass parameters onto nested macros, Some of the major features of the

macro assembler are as follows:

o Data definition facilities
- ©®  Set of pseudo operations
e User-defined macro libraries

- Locai Iabels -

C-12



@ Character string concatenation

o Common definition.

The symbolic assembler is a subset of the macro assembler, It is designed specifically

for users who have minimum core requirements and do not provide macro capability,

C.3,3.3 Compilers

- In three passes, the FORTRAN IV compiler transforms source text into optimized
object code, The compiler conforms to the American National Standards Institute
specifications, Several extensions have been added, however, to enhance system

performance, Some of the extensions are as follows:

e Inline symbolic coding

e Mixed-inode arithmetic expressions
e Array extensions

e Real-time features

o Buffered 1/0

e  Multiple entry and return.

C.3,3.4 Support Packages
The following support packages are provided for the SYSTEMS 86:

Math Library - Supports both FORTRAN IV and Assembly language, The Math

Library includes the full set of over 80 subroutines for single - and double-precision,
fixed- and floating-point, as well as complex and double-precision complex

caleulations,

Utility Programs - Aid the programmer in debugging and updating his programs

and converting any media such as tape-to-printer or card-to-tape.

Diagnostics - Allow users to isolate malfunctions in all major hardware elements

and peripherals.

C-13



C.4 PDP 11/45

The PDP 11/45 is the newest, largest, and most powerful of the PDP -11 family,
Every PDP 11 computer is designed to operate as a stand-alone computer and as an
element in a multiprocessor system, The PDP 11/45 is based on the unified,
aSynchronous UNIBUS data path, The central processor, its memory, and all
peripheral devices attach to this one high-speed bus, As a result of the unified bus
structure, PDP 11 multi-processor systems require only one physical linkagé between
fwo processoré; a single hardware link that provides access to both memory and

peripherals,

C.4.1 Architecture

‘The PDP 11/45 is a 16-bit computer. It is designed as a computational tool for
high-speed real-time applications and for multi-user, multitask applications re-
quiring up to 124K words of addressable ﬁemory space. It will operate with solid-
state and core memorie;. Its major features are choices of 300 or 450 nanosecond
solidrstate memory, a floating-point processor and a memory management scheme that

provides multiprogramming,
C,4.1.1 Memories
Three types of memory are available for the PDP-11/45:

e Solid-State: _
Bipolar memory with a cycle time of 300 nanoseconds

MOS memory with a cycle time of 450 nanoseconds

s Core:
Magnetic core memory with a cycle time of 850 nanoseconds, access

at 350 nanoseconds (450 nanoseconds at the UNIBUS),

Any system can be expanded from the basic 4, 096 words to 126, 976 words in
increments of 4,096 words, The system can be configured with various mixtures of

the three types of memory,
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To provide overlapped operation, the solid-state memories are dual-ported,
allowing each memory bank to interface to both processor and the UNIBUS. This
structure allows peripherals to be communicating with one bank of solid-state memory
or core at any time that the processor is operating with the other. Solid state memory
can be expanded to 32K words of MOS, 8K words of bipolar, or a combination of 16K
words of MOS and 4K words of bipolar. Core and MOS can each be inferleaved.

Memory bhyte parity is optional.

The PDP 171 /458 memory management facility allows memory to be expanded
from 28K words to a total of 124K and in a multiprogramming environment, it re-
locates and protects user program segments in memory, To perform these functions,

. the system provides mapping of the user's virtual address into a physical machine

address, This relécation function takes a total of 90 nanoseconds,

.\-

C.4.1.2 Processor

-
k)

The system can be configured as a single processor or, for additional capability,
as part of a multiprocessor network, Because solid-state memories are dual-ported,
the single processor configuration permits overlapped store/fetch memory operations
for maximum throughput, In the dual processor system, the second port of solid-state

memory is connected to a second UNIBUS, which serves as the data bus for a second

processor and its peripherals, In this dual processor system, solid-state memory is

shared and acts as a communication path between the two processors,

Floating Point Processor - Allows users to perform integer-floating conversions
and floating point arithmetic operations, The processor operates with single and double

precision numbers that provide 7 or 17 decimal significant digits,

Hardware Stacks - Provides the PDP 11/45 with fast temporary storage for

frequently used data and for storage of program information during interrupts and

subroutine calls,
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Instruction Set - Facilitated by the UNIBUS architecture, the instruction set

allows the same instructions that address memory to directly address devices

without having to transfer the data to a general register, This reduces to a single
class of instructions, which simplifies system programming, The instructions operate
on words, bytes and bits in both single and double address formats, For programming
ease, and core efficiency, the instructions include hardware multiply and divide,
optimize coding of loops, calling of reentrant subroutines, dynamic priority interrupt

servicing, communications between processor modes, and operation mode setting,

Registers - For real-time operation, the PDP 11/45 contains 16 general registers
which can be used as accumulators, index registers, auto-increment or auto-decrement
registers, or as stack pointers for temporary storage of data, One set of registers,
numbered zero, provides"context switching for real-time data acquisition while a second

register set can be used concurrently for general programming functions,

Automatic Power Fail and Restart — When the system senses a power brownout

or failure, standard features of the PDP 11/45 trap the processor to a power fail
routine, Upon power return, the processor is initialized and trapped to a new location

. which branches the machine to a user-programmed restart routine.
7 TS. 4,1,3 Interrupts

The PDP 11/45s interrupt structure provides four hardware interrupt levels,
each of which can handle multiple devices, The priority of a device on a particular

level depends upon its proximity to the central processor,

The interrupt structure gains additional speed and power through the PDP 11
vectored interrupt scheme, When a device interrupts, it provides a vector to its own
gervice routine, Without vectored interrupts the system would have to poll all devices
to determine which one caused the interrupt. In addition to hardware priorities,
the PDP 11/45 pr0v1des seven levels of software prlomtles s0 that the program as

well as hardware can assign priorities and generate 1nterrupts
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C.4.1.4 Input/Output

The PDP 11/45 provides for direct access to memory. Direct memory access
devices are attached to the UNIBUS. DMA devices have maximum priority, 'thﬁ.s

allowing data storage or retrieval at memory cycle speeds,

Direct memory or direct data transfers can be accomplished between any two
peripherals without processor supervision, These nonprocessor transfers, called
NPR level data transfers, are usually made for direct memory access (memory to/

from mass storage) or direct device transfers (disk refreshing a CRT display).

In the PDP 11/45 an NPR device can gain bus control in 3.5 microseconds or less
({depending on the number of devices on the UNIBUS) and can transfer 16-bit words to

memory at the same speed as the effective cycle time of the memory being addressed.

C.4,2 Perigherals

A full line of peripherals is available, Many of the peripherals are designed
and manufactured by DEC, DEC also provides a selection of clocks, switches, and inter-
faces for specialized data acquisition or communication applications, A list of peri-

pheral options follows:

‘Teletypes - A D o
High-speed papertape reader punch |
Card reader |

High-speed line printer

DEC terminal display |

Storage display

Oscilloscope

Point plot display

DEC pack disk cartridge system

DEC disk system

Disk anﬁ control

DEC pocket~size tape

DEC magetic tape
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- C,4.3 System Software

The PDP 11/45 is fully supported by system software which includes cperating

systems, compilers, and communications and real-time monitors,
C.4.3.1 COperating Systems

RSX 11D is a real-time, event~driven, disk-based operating system which runs
on both the PDP 11/40 and PDP 11/45 computers to provide real-time foreground
processing and a background area for job development or computation, The system

features:

¢ True multiprogramming for an unlimited number of tasks with

reentrant I/0 handlers and FORTRAN libraries
e Real-time fask scheduling with 250 priority levels
@  Batch or background processing
¢ Memory management
@ System protection
e Device independence, automatic queuing, -and spooling
¢ File management,

' Resource Time-Sharing System (RSTS) - A time-sharing executive that allows the

PDP 11/45 to handle up to 16 interactive users simultaneously. TFile protection is

provided as is support for muitiple disk file processing for each user.

DOS - Provides management of disk storage (sequential -and random access), an
on-line editor and an on-line debugging program, The DOS executive is modular, which
enables users to management of core storage by keeping the modules core resident or

swapping them into core when they are needed,
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C.4.3.2 Assembler

PDP 11/45 offers an assembler with full macro capability. The assembler
produces object modules that may contain absolute and/or relocatable code, Separately

agsembled object modules may be linked with the aid of global symbols,
C.,4.3.3 Compilers

PDP 11/45 provides FORTRAN IV that meets ANSI requirements for software
capability and the BASIC-PLUS interactive language, which enables the user to have access
to the standard features of the BASIC language as well as such extended language

features as matrices, strings, files, etc.
C.4.3.4 Support Software

The computer langtfages are supplemented by an on-line edifor and an on-line
debugging program that f?cilitates program development via the console terminal,
Utilities also include a compiete file package, a linking program, and a package of
commm;ly used math and FORTRAN subroutines, A library program facilitates the

creation, modification, deletion and listing the contents of libraries,

C.5 SIGMA 9

This section addresses the charaéteristics and capabilities of the Xerox
Corporation SIGMA 9 computer. The proposed TDRS computer configuration of
Xerox Corporation equipment consists of two SIGMA 9 computers to provide the
processing and computing capabilities, a Xerox 530 computer that functions as the

system monitor, and system control units to service the downlink equipment.

C.5.1 Architecture

A SIGMA 9 consists of one or more central processing units, core memory,
and one or more input/output processors (each may have one or more subchannels,

device controllers, and I/0 devices).
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The SIGMA 5 computer provides standard features like independent,
asynchronously-operated Input/Output Processors (IOPs) and a memory architecture
that allows multiple, simultaneous accesses to memory, instruction-look ahead, a
224-level external priority interrupt system, storsble interrupt conditions, overlapped
instructions through memory interleaving, floating-point hardware, and options like

memory-to-memory-move,
C.5.1,1 Memory

SIGMA 9 core memories use a 33-bil word (foﬁr—B—bit bytes, plus a parity bit) as
the basic unit of information, It is also addfessable by 8-bit bytes, halfwords and
doublewords, All memory is directly addressable by both the CPUs and IOPs, The
SIGMA 9 core memory has a cycle time of 900 nanoseconds, | The following are the

features of the SIGMA 9 core memory:

Memory Capacity - Expandafnle from a minimum of 65, 536 words to a maximum

of 524,288 words.

Memory Organization - Core memory is divided into banks. A memory bank,

the smallest section of memory that can be independently accessed by a processor,
consists of 16K words. Two banks of 16K words each, sharing common port logic,
conprise a memory unit, This arrangement of memory banks into units provides the
SIGMA 9 memory with two-way interleaving between 16K banks within a unit and four-

way interleaving between the four 16K banks of two units,

" Memory Protection - Features clocks and keys for operation protection, the

system has priviledged instruction logic that permits dual-mode (Master/Slave)

operations,

Asynchronous Memory Design - Allows 2 memory cycle to be initiated at any

tii:ne, yielding a maximum rate of over 1,100, 000 cycles per second in each memory

bank,
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Multiple Ports - Permits the simultaneous access of different memories by

difierent process sorts, Each core memory contains two memory ports as standard
with each port capable of connection to a separate memory bus, Optional ports may be

" added up to a maximum of 12 ports per memory unit,
C.5.1,2 Processor

The SIGMA 9 Central Processing Unit (CPU} consists of an arithmetic and control
unit and bne group (expandable fo four) of 16 general purpose registers. The CPU
performs arithmetic and logical operations; sequences and fnonitors instruction
execution; and controls the exchange of information .betweén core memory and other

parts of the system.

Registers - Instead of conventional accumulators or index registers, SIGMA 9
provides general purpose registers, A SIGMA 9 CPU can contain up to 64 of these

32-bit registers arranged in blocks of 16,

Addressing - The SIGMA 9 addresses all of memory directly without the need

for base addressing, All addresses are 17-bit real word addresses.

Instruction S8et - For ease of use, SIGMA 9 utilizes a single instruction format,
SIGMA 9 provides 100 major instructions from which a great many different operations
result, all within the single format, The instructions include ﬂoatiﬁg point operations,
byte-gtring manipulation, absolute and complement loads, selective and multiple

register operations, and a variety of shift operations,

Contro! and Protect Features - Aimed at controlling and protecting the system

environment, including:

¢ Master/Slave states

e | Priviledged operations

® Condition code for dynamic decision making

@ Program status doublewords for program state preservation
® Traps for automatic and recovery from programmiﬁg errors

() Real~time clocks
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e Watchdog/timer for the prevention of program fauits

e Power fail/safe.
- C,5,1.3 Interruptis

The SIGMA 9 priority interrupt system was designed with a hierarchial structure
of importanée considering up to 224 levels of external interrupt are available, An
external stimulus is associated with a particular interrupt level, ¥Each level has a unique

address assigned in core and a unique priority,

C.5.1,4 Input/Qutput

In the SIGMA 9 system input/output operations are primarily under the control of
one or more Input/Output‘Processors. This allows the CPU to concentrate on program
execution, free from the time#consutﬁing details of I/O operations, SIGMA 9 IOPs
require only an initializing sequence from the central processor; once initiated, each
IOP performs independeﬁt of the CPU and without the need for further intervention

performing one or several separate functions as required.

Up to 11 IOPs can be incorporated into a SIGMA 9 system, These may be

multiplex I0Ps {MIOPs), for use with standard speed peripheral devices, including

-— ———medium speed random access disks (RADS); high-speed RAD 10Ps (HSIOPs) for use with

XDS high-speed RAD storage units (head-per-track disk storage devices for very fast
secondary storage); or special purpose units, The interfaces beiween the CPU, core |
memories, and IOPs are generalized so that no redesign of existing interfaces is
necessary to provide new typeé of 1/0 capability; thus the user can add new types of

IOPs to his system in the future,

C.5,2 Peripherals

XDS offers an extensive array of System Interface Units (SUTs) which can be used
with all SIGMA computers. These standard modular units connect analog and digital
devices to the computer while exploiting the computer input/ output features. .’

System Interface Units are handled in the same manner as _XDS.peripheral devices and

_ théy have standard system support software., In addition,_ the following standard -
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peripheral equipment is offered for the SIGMA 9 computer:

Rapid Access Data Units
Removable Disk
Magnetic Tape Units

 Graphic Displays
Card Equipment
Graph Plotters
Line Printers
Keyboard/Printers
Paper Tape Equipment
Data Communications Equipment
Remote Batch Terminal
Peripheral Equipment Switches.

Channel Interface Units,

C.5.3 System Software

A variety of software packages - operating systems, language processor and

application-oriented programs - are available to SIGMA 9 users.

C.5.3.1 OQOperating Systems
Three operating systems are provided:

Time Batch Monitor (RBM) ~ For concurrent real-time and batch processing when

critical real-time response is essential, RBM consists of three major software
elements: (1) the RBM monitor, including overlay loader and file management
facilities, (2} a variety of language processors with associated libraries and (3)

system generation and system load programs.

Real-time applications have priority access to foreground system resources,
Resources that are intermittently available during processing of real-time aﬁplication

are used by the background,
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Batch Processing Monitor (BPM} - BPM is a general purpose operating system

offering a wide variety of services and processors under various operating modes,

© Local batch processing

e Remote batch processing .

e Real-time tasks that require priviledged services"

e Peripheral processing

@ System services/control commandé, loading, 1/0 procedures, check point

service, overlay service, file management service.

Batch Time Sharing Monitor (BTM) - Provides all of the batch and real time

functions and services of BPM, while offering a number of additional features for the

support of time-sharing operations as follows: .

o Three modes of baich service access
e  Full compatability between on-line and batch modes
& Complefe management control of operations |

o Real-time capability.
C.5,3.2 -Assemblers

The assemblers available under the RBM, BPM and/or BTM operating systems

are described as follows:

META-SYMBOL - A high-level, two—pass symbolic assembly language and

processor that permits parameter to be tested and variable code to be generated during

assembly based on the results of the tests.

MACRO-ASSEMBLER - A subset of META-SYMBOL is a high-speed assembly

language operating in the bateh background mode under RBM, It permits programs to
be assembled in the background concurrent with foreground and real-time operations,

and provides an optimum processor for the generation of machine object code.

-
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C.5.3.3 Compilers

The following compilers are available under RBM, BPM and/or BTM operating

systems:

FORTRAN IV-H - Enabling on-line terminal users to compile 2 FORTRAN source

program file, generating an object program file, The source file can be created directly
on-line with the FORTRAN subsystem, via the on-line EDIT subsystem, or entered
through the baich system., |

Extended FORTRAN IV ~ This one-pass compiler is designed‘for compatibility

with the compilers for many other computers, It includes a number of core-conserving

features such as generation of reentrant programs,

BASIC - Utilizes the highly extended XDS version of the original Dartmouth
BASIC language, )

C.5.3.4 - Support Packages

Assembler Service - To let terminal users assemble source text files,

Loader Subsystem - Which loads XDS standard object language programs from

specified element files,

Debugging Service ~ Using the DELTA interactive debugging pzickage.

FERRET Subsystem - Permits the on~1line user to obtain information ahout his

permanent files and to manipulate files,
MANAGE -~ A generalized file management system,

General Purpose Discrete Simulator (GPDS) - A transaction flow-oriented

simulation language,
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C.6 Xerox 530

The Xercx 530 computer is proposed as the system monitor computer of the

proposed Xerox Corporation computer configuration to support TDRS,

The Xerox 530 is a microprogrammed, 16-bit computer offering such hardware
features as multiple access paths to memory, up to two asynchronous I/0 processors,
six general purpose registers, optional floating point hardware, and instructions for

manipulating portions of a computer word {field addressing).
" C.6.1 Architecture

There are three main busses in the system: the memory bué, unit memory bus,
and the internal Direct Input/Output (DIO) bus, The memory bus connects memory to
the unit memory bus and the Central Processor Unit (CPU). The unit memory bus is
used by all units that require direct access to memory with the exception of the CPU.
The internal DIO bus provides control intercommunication between the CPU, interrupt
system, external interface feature, Input/Output Processoré (IOPs) and Direct Memory

Adapters {DMASs), ‘

Typically the external interface feature provides for low speed, intermitted data
transfers, The IOPs handle the bulk of medium speed transfers. DMAs handle high

speed direct-to-memory transfers.
C.6,1,1 Memory

The Xero:é 530 memory is word-oriented with each word consisting of 16 bits plus
2 parity hits, Memory cycle time for a 16-bit word is 800 nanoseconds, memory can
be field expandable from 8K to 64K words in a single bank, The following are the

significant features of the Xerox 530 memory system:

Unit Memory Bus - Provides four memory access paths in addition to the CPU

memory path, Memory is addressed identically through all paths and one memory

access may be initiated during any instant of time,
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Memory Protect Feature - Allows the monitor to prevent a background program

from accidentally destroying the foreground or resident monitor area,

Power Monitor Feature -~ With this feature, program and interrupt status can be

saved through the operating system. The power monitor is a standard feature that
detects the loss or restoration of system power and causes either a power-off or

power-oh interrupt to initiate program save or restore operations respectively,

Micro-diagnostics - Diagnostics are permanently stored in read-only memory -

ahd are initiated automatically as part of the initial loading sequence,
C.6.1,2 Processor - -
The following are the significant features of the Xerox 530 CPU:

Registers ~ The six general registers provide for single- or double-precision
accumulator; pre-indexing (base addressing), postindexing, (double indexihg)a subroutine

linkages, program address, and temporary storage.

Real-Time Clocks -~ Two real-time clocks permit programs tied to interrupt to

be initiated and timed on a different basis, _

Instruction Set ~ The extended arithmetic feature standard with the Xerox 530

“contains the multiply and divide, double precision capability, multiple register

instructions, and general register instructions. Multiple register instructions can
handle up to six sequential registers. The general register capability allows any -

of the six general registers to act as the accumulator. When executing, single-precision

- load, store, add, subtract, compare and logical,

C. 6. 1'. 3 Inferrupts

The Xerox 530 can activate (trigger) any interrupt level with a single instruction,
This feature is especially useful when it is necessary to write programs to interact with
specizl equipment that uses interrupts, before that equipment is actually available since
it allows small f-outines to realistically simulate the special éfquipment for pufposes of

program debugging,

C-27



Interrupt triggering is useful in establishing a hierarchy of interrupt responses
to a given event, A high priority routine can capture system resources to process

the time critical funetion of its application using a high priority interrupt,

Sixteen standard interrupts (10 internal and 6 external) are provided with the
system. These are expandable into groups of 12 each up to total of 40. Each external
interrupt can be individually armed/disarmed and enabled/disabled under program .
control,

C.6.1.4 Input/Output
Input /output for the Xerox 530 is facilitated by Input/Output Processors and

Direct Memory Adapters, that are described as follows:

Input/Output Processor (IQP) - IOPs are capable of high volume data I/O

operations, simultaneously with computing operations, Up to two IOPs operate independ-

ently of the CPU communicating with memory through the unit memory bus,

The IOP is composed of channels that operate independently with one another and
the processing unit in providing data transfer between various types of I/0 devices and
memory. Each channel instructed by its own 1/0 control doubleword, can govern data
transfer operation between main memory and a selected I/O device. IOP No, 1is .
capable of simultaneously handling 16 channels; IOP No, 2 (Optional) handles an

additional 12 chammels,

Direct Memory Adapter {DMA) - A DMA (optional) is 16-bit direct memory

interface providing data interchange between the user's external devices and the Xerox
530 main memory at 625, 000 words per minute for specialized data acquisition applica-
tions, It consists of data lines, parity, address lines, and control lines. Each DMA

{maximum of two) uses one of the memory access paths on the unit memory bus.

C.6.2 Peripherals

=
-

A wide selection of off-the-shelf components are providéd, meeting the require-

ments for many types of special purpose systems without the need for special engineering.
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- System Interface Units (SIUs) which comect analog and digital 1/0 devices to the system,

are designed to take advantage of the advanced Xerox 530 input/output structure.

A complete selection of diagnostics and handlers is available to support SIUs.
Diagnostic software includes analog calibration and checkout programs, as well as
input/output handlers. These handlers are written in re-entrant code and are FORTRAN

callable,
Standard SIUs available for the Xerox 530 system include:

Analog Input Controller
Analog Output Controller
10P-to-DIOQ Adapter
Digital I/O Subsystem
Analog and Digital Adapter

Frequency Control-Subsystem.

A range of standard and special purpose peripheral equipment is offered as listed

below:

Rapid Access Data (RAD) Files |
Magnetic Tape Units

Card Equipment

Line Printers
Keyboard/Printers

Paper Tape Equipment

Graph Plotters

Data Communication Equipment
Removable Disk Storage

Xerox Cartridge Disk,

C.6.3 System Software

Xerox 530 programming systems are compatible with that of the Xerox Sigma 3.

Xerbx-supplied programming systems automatically perform many routine program-

writing functions,
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C.6.3.1 Operating Systems

Users have the choice of two operating systems: Real-time Batch Monitor (RBM)

and Basic Control Menitor (BCM).

RBM - Performs multitask foreground operations concurrent with batch back-
ground processing, A disk-base operating system, RBM, offers the user a full
complement of processors and services, Certain basic characteristics of RBM

contribute equally to both real-time and background (batch) operations.

¢ File management capability

e Fully overlay services

e System generation

& Device-independent input/output
¢ Debug package

o Core resident library

e Memory protect feature.

BCM - Supports the minimal Xerox 530 hardware configuration, BCM provides
centralized services for input/output, interrupts, clocks, ete. It allows the user to
perform real-time foreground processing and background batch processing concurrently,
making use of the memory-protect integrity of the foreground real-time task and
Resident Monitor by preventing a background job from modifying protected memory.
BCM includes:

¢ A resident, absolute program loader

¢ Relocatable loaders

e Operation-communication facility

@  Debug facility

é Library of mathematical routines

@ A utility package of media copy routines and test editors.

C.6.3.2 Assembler
A MACRO assembler (extended symbol) is available, It permits Epogfams to be

assembled in the background concurrent with foreground and real-time operations,
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C.6.3.3 Compilers

The compiler provided for the Xerox 530 Systems is American Natiopal Standard

(ANS) FORTRAN IV that generates reentrant code,
C.6.3.4 Support Packages

RPG, SORT, scientific subroutines, debug package, test editors, and media copy

routines are provided for the Xerox 530,
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C.7 XEROX SYSTEM CONTROL UNIT

This paragraph addresses the characteristics and capabilities of Xerox Corpora-
tion's System Control Unit (SCU), This SIU is proposed as part of the Xerox Corpora-

tion configuration for TDRS to service the downlink equipment,

The SCU is a microprogrammed data processor, designed to interface to a
central computer, peripheral devices, many kinds of line protocol, and analog de-
viees, Microinstruction sequences control the flow of data within the machine and

provide logical and arithmetic manipulation capabilities,

With the addition of a translator function, a computer instruction set can be
emulated, Also, the generalized three-bus structure of the machine enables other

functions to be added,

C.7.1 Architecture

The SCU consists of input/output interfaces, general registers, microcontrol
elements, arithmetic logic unit, and scratch pad/main memory. These elements

are connected between three 16-bit data buses that are used in common,

The input/output interfaces aré "plugged’ in the SCU directly to the three buses.
Up to 128 devices can be added in this fashion,

C.7.1,1 Memory

The optional scratch pad/main memory provides up to 1024 words of high-speed
. storage at the system cycle rate (350 nanoseconds) and from 4096 to 65, 536 wofcis of
slower memory storage at a 700 nanosecond cycle rate, The scratch pad can be used
for intermediate storage beyond the limits of the general registers or for other
purposes, The main memory can be used to store data, results, micro-instructions
- awaiting transfer to a variable control memory, or macro instructions in the emulation

mode of SCU operation,
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Three types of control memory are provided:

Programmed Read-Only Memory, (PROM) - Provides 256 to 1024 32-bit words

per module in 256-bit increments of programmed read-only memory for microinstruc-
tions, Locations aré provided for up to four modutes (4096 words); parity checking
capability is optional, At least one PROM module must be included in each configura-

tion, unless EAROM plated-wire control memory is used.

Random Access Memory, (RAM) - Provides 256 32-bit words per module of

read/write random access memory for microinstructions. Locations are provided

for up to four modules (1024 words); parity checking capability is optional,

Electrically Alterable Read-Only Memory (EAROM) ~ Provides 1024, 2048, or

4096 32-bit words of electrically alterable (off-line) read-only memory for micro-
instructions, Parity checking capability is included., This type’ of memory cannot be
intermixed with PROM or RAM options, A portable or rack-mounted load box is re-

quired to alter the EAROﬁf[ off-line,

Field Verification Memory - Provides 256 32-bit words of preprogrammed read-

only memory that performs a go/no-go quality check of the basic unit, control memory,
scratch pad, and main memory, but not of input/output modules, translators, or

__.~ . _maintenance control panel,
C.7.1.2 Processors
The SCU basic unit comprises the following standard elements:

Microcontrol Elements - Include the microaddress register, control memory,

and microcontrol register, The microregister provides the microaddress of the
location in control memory of the next microinstruction, The control memory holds
a sequence of microinstructions. The microregister holds the current microinstructions

while it is being executed.

“Arithmetic Logic Unit - Is capable of 32 arithmetic or 16 logical operations,

taking its two operations from the A and B Busses and placiﬁé' the results in %he C Bus.
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General Registers - The eight general registers can be interchangeably used as

accumulators or index registers, to store intermediate results, or to move data from

the C Bus to the A or B Bus,

Micro-Instructions ~ The 32-bit micro instruction is divided into a number of

fields that control all the operations of the machine, They direct the flow of data
through a variety of paths, Incoming data from the input/output bus, for example,
can be routed directly to scrateh pad/main memory or can first be operated on in

the arithmetic logic unit. Results from the arithmetic logic unit can be transmitted
immediately viatan input/output régister to the input/output bus or can instead be held
in a general register pending further manipulation with the machine, Similarly,
information from scratch pad/main memory can be routed to the input/output bus or a

general register,

Translator -~ Translates a macroinstruction of a computer instruction set info a
vector (microaddress) and argument that accesses the first of a series of microin~
structions that may be required to implement the macroinstruction. With each
translator a control memory containing emulation firmware and input/output modules
are required, as well as scratch pad/main memory in sufficient size to run the desired

program,
C.7.1.3 Interrupis

Two interrupts provide high-speed data transfer, both in or out, within the cycle

time of a single microinstruction (350 ns),

A general multiplexed internal structure is provided.. Internal state and the
micro address of the microinstruction are nested (up to 16 times in a push/pull stack)
permitting the controlled microprogram to branch to a higher priority task, then

return to a lower priority taslk,
C.7.1.4 Input/Output

The generalized input/output structure and the corresponding microfields permit
the machine to interface a variéty of deviees and buses through either standard or

custom-designed input/output modules,
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External connections are made with up to four 14 conductor cable-connector

assemblies on the front edge of each input/output module.

C.7.2 Peripherals
Locations are provided in the basic chassis to install up to six input/output
modules, Additional input/output modules may be installed in an I/0 expansion

chassis. A variety of input/output interfaces are provided for use with the SCU.

Teletypes
High-Speed Paper Tape
Maintenance Control Panel
Disk ‘
Analog-to-Digital coniverter
Digital-to~Analog converter
 Digital Input/Outputs
Communication Modems

Video Display,

C.7.3 Bystem Software

A number of software packages may be used with the SCU as follows,

C.7.3.1 Operation System

Bootstrap Loader - Available in two forms; teletype and high-speed paper tape,

both of which forms consist of nine microinstructions. If control memory RAM is in-
stalled, these microinstructions can be loaded manually from the maintenance control
panel, Alternately, the bootstrap load can be permanently located in fixed control

memory RAM,

Loader ~ Loads paper tape data from an ASR 33/35 teletype into central memory
RAM or MAIN memory.

Teletype Driver - Interrupt driven and handles a teletype in full duplex or half

duplex mode of operation.
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C.7.3.2 Assembler

The Micro Cross Assembler enables a user to prepare microinstructions in
a simplified manner using mnemonics instead of binary digits. Each microinstruction
takes the form of a command represented by a mnemonic, followed by several arguments,

Approximately 60 commands are available in this assembler,
C.7. 3; 3 Support Packages

The SCU Debug Program enables the user to test and debug a niicroprogram oh
the SCU., It consists of approximately 650 words in control memory, loaded from a
paper tape reader by means of the Loader Pfogram. Alternatély, it could be stored
in fixed control memory ROM. Appro_ximately 256 words of scratch pad/main memory

are heeded,

The Debug Program enables the user to run the microprogram being tested
under keyboard control. It provides the means to run to a specified breakpoint and

to examine status, registers, and memory at that point.



